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EDITORIAL

This special issue of the International Journal of Impact Engineering contains the
proceedings of the 1992 Hypervelocity Impact Symposium which was held in Austin. Texas.
17-19 November 1992.

I wish to take this opportunity of thanking Charles E. Anderson. Jr and :Ntephan J. Bless
for their considerable assistance in preparing this special issue of the Inter)nation(alJourtnal
of Impact Engineering. Thanks are also due to the Organising Committee of the
Hypervelocity Impact Symposium:

Charles E. Anderson Jr-Southwest Rcsearch Institute.
James R. Asay-Sandia National Laboratories.
Harry D. Fair-Institute for Advanced Technology,
William M. Isbell-General Research Corporation.
Gordon R. Johnson-Alliant Techsystems.
Dennis L. Orphal-California Research and Technology. Inc.

The proceedings of the 1986 and 1989 Hypervelocity Impact Symposia were also
published as special issues of the International Journal oflImpact Engineering (Volume 5.
Nos 1-4, Volume 10, Nos 1-4). The next Hypervelocity Impact Symposium will be held
in Santa Fe. New Mexico. 16-19 October 1994. Announcements will be published in this
joirnil as they become available.

NORNIAN JONES

ix



PREFACE

This volume contains the papers presente,4 ai the 1992 Hiperielocit'v Inpwat Syimposium
(HITS). held in Austin, Texas. on 17-1 Q November 1992. This was the third symposium
since the reinitiation of the sympo',i:1 o 1986. and the proceedings for the 1986 Hl 7S and
the 1989 H'IS were published as Volumes 5 and 10. respectively. of the International
.jornal o/ lmpact Engineering. The 76 papers in this volume represent ad\ incements in
the basic understanding of hypervelocity impact physics and related phenomenology. and
engineering applications focused on mitigating or enhancing specific aspects of
hypern elocit' impact.

In-depth rview is a requirement for paper acceptance of the HITS: this process
distinguishes these proceedings from most conference proceedings. Each paper has
undergone peer review by experts in their respective fields of research. The Organizing
Committee is convinced that the overall technical content and presentation are enhanced
by this review process. The authors are to be commended for keeping to the schedule for
providing their draft manuscripts for review. making appropriate modifications and
corrections. and preparing their final manuscript. As you look o\er the papers in this \ olume.
we think you will agree that the authors have perforned some v'er. \ery fine research.
Indeed. we are certain that the articles in this volume will take their place alongside the
1986 and 1989 HI IS articles as often-referenced materials in hypervelocity impact
phenomenology.

The Organizing Committee for the 1992 HI7S first met in late 1991 to begin planning
for the Symposium. Assisting the Organizing Committee were session chairmen and
chairmen of special committees. A listing of the various chairnen is given on the next page:
their time and dezdication greatly assisted in making the symposium a technical success.

We are indebted to Ms Julie Grosser who worked very diligently to assemble this volume.
She was responsible for virtually all the details associated with putting this volume together.
from abstract submissions to submission of the final manuscripts. She has very carefull\
gone over all the pages. checking correcting for consistency of format. cleaning up smudges.
page numbering, etc. This volume is a reflection of and a tribute to Julie's dedication and
attention to detail.

We are indebted to Professor Norman Jones. the Editor-in-Chief of the literinational
JournaloflImpact Engineering. We are grateful for his suggestions and assistance in bringing
these proceedings to publication. Plans are to continue the Hypervelocity Impact Symposia.
and we hope that future symposia can also become part of the archival literature.

Charles E. Anderson. Jr
Stephan J. Bless

San Antonio. TX
Austin. TX

March. 1993

'.1
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LONG-ROD PENETRATION, TARGET RESISTANCE, AND HYPERVELOCITY IMPACT

CHARLES E. ANDERSON, JR., DAVID L. LITTLEFIELD, and JAMES D. WALKER

Southwest Research Institute
San Antonio, TX 78228

ABSTRACT

Numerical simulations are used to examine long-rod penetration as a function of impact velocity. Similarities and
differences between the penetration histories are analyzed, including penetration and tail velocities, penetration depths,
crater radii, centerline interface pressures, and the extents of plastic flow in the projectile and target. The one-
dimensional modified Bernoulli theory is often used to examine long-rod penetration into semi-infinite targets, and
integral to the theory is a term that describes the resistance of the target to penetration. It is observed that the target
resistance decreases with impact velocity, and it is shown that this is a consequence of both the residual phase of
penetration and variations in the size of the plastic zone field.

NOTATION

c elastic sound speed s,, deviatoric stress tensor vý work rate
1) projectile diameter S surface lVW rate of work done 3y mean stress
I),, elastic deformation tensor t time W, raitc of work donc by dcviatoric stress

D"I plastic deformation tensor 7" homologous temperature x axial coordinate
E energy a penetration (interface) velocity YP projectile flow stress
I instantaneous projectile length v projectile (tail) velocity K bulk modulus
L initial projectile length vo impact velocity el equivalent plastic str'in
W unit normal vector v velocity e" normalized plastic strain rate
p pressure V specific volume (V= lip) 71 compression (I -pJp)
P penetration depth w work done per unit volume p density
R, crater radius W work rate per unit volume a flow stress
R, target resistance Q volume

subscripts

p projectile P depth-of-penetration averaged int internal energy
t target ss steady state KE kinetic energy

o initial condition T time averaged

INTRODUCTION

Normalized depths of penetration PIL of tungsten-alloy, long-rod projectiles into hard steel targets as a function of
impact velocity from two sources are shown in Fig. I (Hohler and Stilp, 1987; Sorensen, et al., 1991). The solid line
is for projectile length-to-diameter (LID) ratios of 10, while the dash-dot line is for LID >_ 15 projectiles. The curves
represent least-squares curve fits through the experimental data. The steady-state hydrodynamic limit is given by
(p,/p,), 2. Trie efficiency of shorter LID projectiles, as measured by PIL, is higher than for the longer LID projectiles.
This is a well-known phenomenon; for example, see Hohler and Stilp (1987).

A one-dimensional model independently proposed by Tate (1967, 1969, 1986) and Alekseevskii (1966) has become
the standard reference for modeling long-rod penetration of semi-infinite targets such as depicted in Fig. 1. The
pressure at the interface of the projectile and the target is given by the modified Bernoulli equatior 'Tate, 1967, 1969):

2 1 22•p.(v-u) + Yp = •p,u+ R,. (I)

Y is the flow stress of the projectile, and R, is defined as the target resistance in the one-dimensional formulation.
)'ithin a one-dimensional context, some artificial means must be invoked to account for lateral confinement. The
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constraint to radial flow in the target is modeled 1.8 ......... ,

by increasing the target material strength by
some factor. Thus, the value of R, can be sub- 1.6 Hydrodynamic Limit *..:. .. .

stantially higher that, the flow stress of the 1.4
target. Anderson and Walker (1991) show that
R, can be associated with radial gradient 1.2
terms-in addition to the flow stress-in the . 1.0
axial momentum equation, but unfortunately,
there exists no a priori means to compute these - 0.8
extra terms. A number of investigators have
attempted to calculate the target resistance RN in 0.6ler-Stilp (L/D=1O)
Eq. (1) frevi avarietyof arguments; asumrrary 0.4 . -.- Sorensen. et al. (L/D2I5)
of several of the formulae is given in Anderson computations
and Walker (1991). The an-lytical procedures 0.2 .
for estimating R, are simply approximations for 0.0
which there is no way to estimate the error. 0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
Thus. R, is often determined by comparing the
total depth of penetration predicted by the Velocity (km/s)
theory with experimental data and adjusting R,
until there is agreement. This procedure was Figure 1: Normalized Depth of Penetration
used to compute the target resistances for the versus Impact Velocity
data of Fig. 1, and are shown in Fig. 2 as a
function of impact velocity. A constant flow 6.0 ...... ....
stress of 2.0 GPa was used for Y, (Anderson
and Walker, 1991). Although the influence of 5.0
projectile LID on target R, is evident, the
velocity dependence of R, is certainly more
striking. Note that as PIL approaches the 4.0
hydrodynamic limit, R, approaches Yp; also, ,
note that R, must be less than Y, for the pene- 3.0
tration performance to exceed the hydrody-
namic limit. 2.0

I Hohler and Stitp (L/D-la)
Even with the stated limitations and apparent ... Sorensen, at. at. (L/D 15)
problems, the Tate model has proven to be a 1.0o
very useful guide for long-rod penetration stu-
dies. Anderson and Walker (1991) provide a \_....
detailed comparison between numerical 0.0 ....
simulations of long-rod penetration and the 0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
predictions of the Tate model at typical ord- Velocity (kn/s)
nance velocities (1.2- 1.7 km/s). They dem-
onstrate that the Tate model provides an Figure 2: Target Resistance for Hardened
excellent first-order approximation to long-rod Steel versus Impact Velocity
penetration of a semi-infinite target.

We have already seen in Fig. 2 that R, is a strong function of velocity. Although R, is generally considered constant
during the penetration event, it in fact varies during penetration. This has been demonstrated in time-resolved
depth-of-penetration experiments and numerical simulations (Anderson, Walker, and Hauver, 1992). One of the
consequences of the Tate model is that the total depth of penetration is very sensitive to the assumed value of the target
resistance R, (Anderson, Walker, and Hauver, 1992). We chose to investigate the fundamental reason for the strong
dependency of R, on impact velocity because of the sensitivity of penetration performance on R,, because R, is used
to rank the ballistic performance of advanced materials, and because of the uncertainties in the physical interpretation
of R,.

METHODOLOGY

The three-dimensional Eulerian wave propagation computer program, CTH (McGlaun, et al., 1990), was used to
perform the numerical experiments. The 2-D cylindrically symmetric option was used for the computations. CTH
uses a van Leer algorithm for second-order accurate advection that has been generalized to account for a non-uniform
and finite grid, and multiple materials. Further, CTH has an advanced material interface algorithm for the treatment
of mixed cells (McGlaun, etal., 1990). Also, CTH has been modified to account for more realistic constitutive treatment
of material response by allowing the flow stress to be functions of strain and strain rate (Predebon, etal., 1991; Silling,
1991).

Projectile and target materials typically used in armor penetration experiments were selected for the numerical sim-
ulations. The target was considered to be 4340 steel with a hardness of Rockwell C 30. The tungsten-alloy, long-rod
projectile was modeled with a LID of 10; the length was 8.17 cm. The impact velocity was varied for the study. Square
zoning (with five zones across the radius of the projectile) was used in the interaction region. The constitutive response
for 4340 steel was represented by the Johnson-Cook model (Johnson and Cook, 1985):

o, = 792[1 +0.644(E9') 0 26][l +0.0141lnE'[I -T 10 3] MPa, (2a)
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where o, is the von Mises effective flow stress (in MPa), 792 MPa being the quasi-static yield stress, e' the equivalent

plastic strain, = -ý'Ic"/ the dimensionless plastic strain rate (e, = 1.0 s-), and 7' the homologous temperature. We

have examined a number of tungsten (90-93% by weight) alloys, and the stress-strain response can be modeled using
an expression of the form (Anderson and Walker, 1991):

UP = 1350[(l+P3e")"+0.061nc-] MPa. (2b)

In particular, the work hardening and strain rate effects are found to be "independent" in that the strain-rate effect does
not alter the slope of the strain-hardening curve. For the particular tungsten alloy used in the numerical simulations,
the initial yield stress is strain-rate dependent, but there is little work hardening, so 03 is set to zero.

COMPUTATIONAL RESULTS

The impact velocity was parametrically varied in a series of numerical simulations: 1.5, 2.0, 2.5, 3.0, and 4.5 km/s.
The normalized depths of penetration are depicted in Fig. 1 by a solid circle at the respective impact velocities;
agreement is generally within experimental scatter. The computational points are slightly above the experimental data
at the higher velocities, but the computations are for UD = 10 projectiles, while the experimental data are for UD _ 15
projectiles.

Phases of Penetration. The interface (pene- 5.0 . ,
tration) and tail velocities, along the centerline,
are shown in Fig. 3 for three of the computer 40
runs. The primary phase of penetration is the 44. km/_
steady-state phase in which the interface pres- ,
sure and penetration velocities are approxi- t 3.0 - ......

mately constant with time. The term v./L w
provides an estimate of the total penetration 2.0 3 0 km/s

time; therefore, it is convenient to use a scaled . .. -- ..... ,'
time, given by rvo/L, to display the results for 1.0 F 1.5km/s
different impact velocities. The phases of - -.0 ...------

penetration, as conceptually devised by >
Eichelberger and Gehring (1962) and elabo- 0.0
rated on by Christman and Gehring (1966), are
readily apparent in the time history of the -1.0 ,
penetration velocity. These phases of pene- 0.0 1.0 2.0 3.0 4.0 5.0
tration consist of an initial transient (shock)
phase, a quasi-steady-state phase, a residual tv./L
penetration phase, and an elastic recovery
phase. The elastic recovcry phase represents Figure 3: Penetration and Tail Velocities
the elastic rebound of the crater at the end of versus Scaled Time
penetration. A physical effect of elastic
recovery is discussed in Anderson and Walker
(1991), but is of little interest here. The relative length of time of each of these phases, in general, depends on the
initial impact velocity (and the geometric dimensions of the projectile, which were kept constant for this investigation).

Although the sets of curves in Fig. 3 are similar, there are also some distinct differences. During the shock phase of
penetration, referred to as the transient phase in which wave effects dominate the physics and mechanics of penetration,
there is an initial rapid increase in the penetration velocity as rarefaction waves from the free lateral surface of the
projectile and the top surface of the target release the "geometric" confinement of impact. The stress release waves
allow radial motion of target material, thus releasing confinement and allowing easier penetration; hence, the rapid
increase in penetration velocity. However, the lateral motions fall to lower velocities as the high pressures from the
shock are attenuated, and the penetration velocity subsequently decreases. At this point, the "mode" of penetration
has changed from the transient wave phase to a steady-state material flow phase. For the projectile dimensions used
in these calculations, it takes approximately 7 to 10 ps to achieve quasi-steady penetration. Although the shock
pressures are dissipated in a time frame approximately given by D/c (= 1.80 ps for the specific dimensions and materials
used for these computations), the high pressures from the shock sets the target material in motion, and it takes some
time for this transient state to decay into a quasi-steady-state penetration. The penetration velocities versus normalized
depth of penetration (on the centerline) are plotted in Fig. 4 for the five impact velocities. It is observed that the
"duration" of the transient stage is approximately independent of impact velocity in that quasi-steady penetration is
achieved after 1.2 - 1.5 D of penetration. [We note here that this conclusion is for a tungsten projectile into a steel
target. Anderson, Walker, and Hauver (1992), showed that it takes approximately 2.5 D of penetration before
quasi-steady penetration is achieved for tungsten impacting a titanium target. Therefore, density (inertial) effects are
important in determining how long this phase lasts.] It is concluded that the duration of the transient phase, to first
order, depends on geometric and material parameters, and not the impact velocity.

The quasi-steady phase of penetration persists until the projectile is essentially eroded. The penetration and tail
positions of the projectile, as a function of scaled time, are shown in Fig. 5 for three of the impact velocities studied.
The computations predict approximately 1.2 D of penetrator remaining at the end of penetration for an impact velocity
of 1.5 kmi/s; only 0.3 D of the projectile remains at 2.0 kin/s; and the projectile is completely eroded at impact velocities
of 2.5 km/s and greater. Analysis of Figs. 3 through 5 indicates that the amount of residual penetration, that is, that



4 C. E. ANDERSON, JR et al.

portion of penetration that occurs after the end 4.0
of steady-state penetration, is velocity depen-
dent; this is readily apparent in Fig. 4.

The penetration velocities, assuming hydrody- 3.0 4
namic theory (R, = YP = 0), are also plotted in .................. ,,.,.. I I. I .
Fig. 4. The steady-state hydrodynamic .hydro
penetration depth is also shown. Even at an I 2.0 30/k "
impact velocity of 4.5 km/s, it is seen that the . ., . /...
penetration velocity falls below hydrodynamic ". "
theory. And the steady-state phase of pene- ... 0. .. km/a

tration is completed before the depth of pene- 1.0
tration reaches the hydrodynamic limit. From ...... a

these observations, it is concluded that even
though the interface stresses are substantially
higher than the flow stress-such that the 0.0
hydrodynamic approximation should be 0.0 0.6 1.2 1.8
valid--strength effects result in a lower pene-
tration velocity and an increased erosion rate x/L
compared to hydrodynamic theory. It is the Figure 4: Penetration Velocities versus
residual penetration phase, resulting from the Normalized Depth of Penetration
inertial effect of target material set in motion by 2.0 ,
the high stresses generated by projectile pene-
tration, that allows penetration to continue ......
towards the hydrodynamic limit and, if the 1.5
velocity is sufficiently high, beyond. This is an
important, if unexpected, conclusion. 1.0

Eichelberger and Gehring (1962) and Christ- Nose

man and Gehring (1966) defined the residual , 0.5
penetration to be the penetration that occurs X hydro theory•" /" -- 1.5 krn/s
after the steady-state phase; they also refer to 0.0 3.0 krn/s
this phase of penetration as the cavitation phase. Tail ..... 4.5 km/s
In Fig. 4, the residual penetration phase is seen
to contribute substantially to the total penetra- -0.5
tion at the higher impact velocities. We make
a 'ight distinction, however, between what is -1.0 .. .. .
S-d residual penetration and what we will call 0.0 1.0 2.0 3.0 4.0
sL..ondary penetration, which requires a defi-
nition of the terms primary and secondary tvo/L
penetration. The primary phase of penetration
is defined as that penetration resulting from the Figure 5: Penetration Depth and Tail
steady-state phase (and the transient phase). An Position versus Scaled Time
estimate of when the projectile is fully eroded 1.8
can be made, assuming steady-state penetra-
tion. From this, the primary phase of penetra- 1.6
tion ceases when the projectile is fully eroded.* . roy. Li•it .....i...t...
Secondary penetration is then defined as any 1.4 "." 0
remaining penetration. [This definition of 140
secondary penetration differs from that used by S A
Allen and Rogers (1961) who defined it to be < 1.2
the penetration that results from forward flow a
of projectile erosion products for the case where 1.0
the projectile has a higher density than the
target. The criteria definedby Allen and Rogers 0.8 * . S
for continued penetration by the erosion prod- . 0 Primary Penetration
ucts are not met for the materials and impact 0 Total Penetration

velocities studied here.] The depths of 1
penetration for the primary phase (open circles) 0.0
are shown in Fig. 6. (At 1.5 km/s, one to two 0.0 1.0 2.0 3.0 4.0 5.0
diameters of projectile remain at the !nd of Velocity (km/s)
penetration; full erosion of the projectile would
give deeper penetration than observed, so an Figure 6. Primary, Secondary, and Residual Penetration
open circle is not shown.) Also shown are the
penetrations at the end of the quasi-steady phase
(open triangles) and total penetration (solid circles). The difference in penetration between total and the primary
penetration is the secondary penetration; the difference between total penetration and the quasi-steady penetration is
the residual penetration, per the definitions established above. Regardless of which nonsteady penetration is used, it
is clear that the magnitude of the nonsteady portion of penetration increases with increasing velocity, and that it
contributes significantly to the total penetration at the higher impact velocities.

*This definition is motivated by experiments where flash radiography is used to determine the position of the nose and tail of the projectile
at dicrcte instances of time. Typically, these data are used to estimate when the projectile is fully eroded by drawing linear curve fits. i.e..
a steady-slate approximation. through the position-time points.
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Projectile Deceleration. The projectile is decelerated by 6 Plastic Strain Rote Equivalent Plastic Strain

elastic waves that reflect from the free surface at the tail of 6 1 1 1 - I

the projectile and the plastic interface near the projecti- 4 V. = 1.5 km/s
le/target interface (Anderson and Walker, 1991; Walker and
Anderson, 1992). At the slower impact velocity, 2
penetration proceeds at a rate sufficiently slowly that a
number of elastic wave transits occur, thereby decreasing 0
both the tail and interface velocities (the step decrease in
the tail velocity which results from the arrival of the stress -2
wave at the rear surface of the projectile can be seen in the
tail velocity histories depicted in Fig. 3). The decrement in -4
velocity is given by 2Ylpc, which is approximately
50 m/s; this number is independent of impact velocity over -6 w skw MI

the range of interest here. This step deceleration occurs tU. ).
every (approximately) 2//c time increment (notice that as 8 -s 0 T•,=, 4• 5h==

the length of the projectile gets shorter, the step deceleration 4. ,6- "t-,
-10 -&- 5.0-M Lfts'occurs more frequently). Thus, the relative percentage of - 1 0 LO "0.0

this elastic wave deceleration goes from approximately 3% - +t2 ÷ -01 2.0 .-

(6% on the penetration velocity) for the 1.5-km/s case to Lfte,' 4 _
only 1% (2% on the penetration velocity) for the 4.5-km/s -14 . . . . . . ,

impact case. It is therefore concluded that although elastic - 0 -6 -2 2 6 t0
deceleration is a second-order effect during penetration, it
is more important at the lower impact velocities. This can X (cm)
also be seen from the fact that the elastic deceleration
preserves a piece of the projectile for the lower velocity 6
impacts, while it is unable to decelerate the projectile i.i the
high velocity impacts quickly enough to prevent erosion at 4 v0  3.0 km/s
the interface from consuming the entire projectile.

2

Plastic Strain Contours and Crater Radii. Contours of
equivalent plastic strain rate (left-hand side of each figure) 0
and equivalent plastic strain (right-hand side of each figure)
are shown in Fig. 7 for three of the cases studied. The _-2

figures are plotted when the projectile is approximately _. 4
one-half of its original length. Several features are evident.
The strain rate, as expected, increases with impact velocity. -6
The impact craters are approximately cylindrical with a
characteristic radius that is a function of the impact velocity. -8
The minimum and maximum crater radii, along with the
crater radius at the original target free surface, are tabulated - 10
in Table 1. Experimentally determined crater radii (An-
derson, Morris and Littlefield, 1992) are also tabulated. The -12
procedure for measuring the crater diameter varies between
different investigators; further, although nominally the -14
same type of material (armor steel), the flow stress does - 1 0 -6 -2 2 6 t 0
vary somewhat between various experiments. Therefore, x (cm)
a ran&e in the experimentally measured crater radii is
given. Examination of Fig. 7 shows that the crater radius,
as a function of penetration depth, becomes distinctly more 6
variable as the impact velocity increases. 4.5km/s4 v0 = 45k/

The plastic strain contours are similar at the three impact 2
velocities shown, although the actual extents of the plastic
zone fields increase with impact velocity. The velocity 0
dependence of the crater radius and the extent of the plastic
zone field is related to the higher stresses at the projecti- -2
le/target interface. Figure 8 shows the centerline interface
pressure for the five different impact cases; the peak values Z -4
from the initial shock are listed in Table 2. It should be >-

noted that the duration of the shock pressure is approxi- -6
mately a constant (since it is a function of the geometric
and material parameters); therefore, when plotted as a -8
function of scaled time in Fig. 8, the "duration" for the
4.5-km/s case is approximately 3 times longer than for the - 10
1.5-km/s case.

-12

Centerline Velocity. The velocity along the projectile/tar- -1 4
get centerline is plotted versus scaled distance in Fig. 9 for
the same times represented in Fig. 7 (when the projectile is

approximately 50% consumed). The dashed vertical line x (cm)

Figure 7: Plastic Strain Rate and Equivalent
**The values at 4.5 km/s come from only 3 data points; many data Plastic Strain Contours
points exist at the other impact velocitics.

I01111111111
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Table 1. Crater Radii Table 2. Impact Shock Pressures

Impact Radius at Minimum Maximum Experimental Impact Peak
Velocity x= 0 Radius Radius Radii Velocity Pressure

(kmi/s) R/D RID RID RID (kn/s) (GPa)

1.5 0.893 0.832 0.959 0.85-1.2 1.5 25.0

2.0 1.05 1.00 1.13 1.1-1.35 2.0 36.4

2.5 1.25 1.21 1.40 1.35-1.6 2.5 49.8

3.0 1.48 1.46 1.69 1.45-1.75 3.0 65.0

4.5 2.02 1.91 2.82 2.35-2.4 4.5 1J5.

represents the location of the projectile/target interface; 50
the velocities to the left of the dashed line represent - 45
those of the projectile, and target velocities are repre- a.
sented to the right of the line. All results have been S 40
shifted so that the interfaces have a common coordinate w 4.5 km/5
of x = 0 to assist in comparing the results. At = 30
approximately x/L = 0.5, the velocity goes from zero
(no material) to the material velocity of the projectile . 25
tail. The velocity in the projectile is then relatively 0 20
constant until approximately 1.5 projectile diameters 0 3.0 km/5

from the projectile/target interface. As observed ear- 0 15 2.5 k1,/\
lier, elastic deceleration of the projectile has changed • 10 2.0 km/ -
the tail velocity of the 1.5-km/s impact case by a larger - 5 _4- 1.5 km 3

percentage than for the higher velocity cases. A large
velocity gradient exists at the projectile/target inter- 0
face. Anderson and Walker (1991) demonstrated that 0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
this velocity gradient is coincident with the extent of tv,/L
plastic flow in both the projectile and the target. Rapid Figure 8: Centerline Interface Pressure
deceleration of projectile material occurs when the versus Scale Time
material enters the plastic zone, i.e., when the material
begins to "see" the large stresses at the projectile/target 4.5
interface. The reason why the material does not see 40
these stresses earlier is because the condition of uni- 4.0 Projectile/Target
axial stress exists in most of the length of the projectile, - 3.5 Intertace
which limits the magnitude of the stress to the flow m
stress of the material. It is observed that the extent of 5 3.0 . ,
the plastic zone in the projectile is essentially inde- Z- 2.5
pendent of impact velocity. On the other hand, the >r 

.__ 1.5 km/s
2. ... 3.0 km/samount of target material flowing plastically increases . . 4.5 .km/s

with penetration velocity, as inferred from the larger o 1.5 . .region of target material with a non-zero velocity (also Z> 1.0see Fig. 7). Estimates for the extent of the plastic zone
in the target (along the centerline), normalized by the 0.5
crater diameter (at x = 0), were made from analysis of 0.0 ___ -the computational results. These values correspond to 0.0 -
the times in Fig. 7 when the projectiles are approxi- -1.0 0.5 0.0 0.5 1.0
mately one-half consumed. Two values were obtained: x/L
the 0.2% equivalent plastic strain contour, and the I s1 Figure 9: Velocity
plastic strain rate contour. Values are listed in Table 3. Centerline

The extent of the plastic zone is scaled by the crater radius, as opposed to the projectile diameter, because of the role
the crater radius plays in analytical theories for nonsteady penetration (Ravid, et al. 1987; O'Donoghue, et al., 1989;
Walker and Anderson, 1992). There are several important items of note. As already mentioned, the extent of the
plastic zone field in the projectile is approximately independent of penetration velocity. And although the actual
physical extent of the flow field increases in the target with penetration velocity, the extent of the flow field decreases
in terms of the crater radius. This appears to be a consequence of compressibility of the target (Walker and Anderson,
1992). discussed below.

ANALYSIS

Target Resistance. The deviation from idealized steady-state fluid flow behavior is given by the difference between
R, and Y. in Eq. (1):

2 21 2Y,= •p,,(v-u) - -p,u . (3)
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The departure from idealized steady-state fluid Table 3. Normalized Extent of Plastic Zone in the Projectile
response was calculated from the results of the
numerical simulations using Eq. (3), and these are
plotted in Fig. 10 as a function of scaled time tvJL. Impact 0.2% Plastic I s" Strain Rate
It is seen that R,-Yp varies considerably during Velocity Strain Contour* Contour"
penetration. If it is assumed that Yp is approxi- (km/s)
mately a constant during penetration, approxi- 1.5 2.7 3.2
mately 2.0±0.2 GPa for a tungsten alloy projectile
(Anderson and Walker, 1991), then R, is the 2.0 2.6 3.1
quantity that varies appreciably during penetra-
tion. Even if Y increases at the very end of 2.5 2.5 3.0
penetration (Frank and Zook, 1990), this is not
sufficient to account for the large change in R,. 3.0 2.2 2.6

The numerical results of Fig. 10 were integrated to 4.5 1.8 2.0
provide "average" values over the total penetration
event according to the following expressions: "Normalized by the crater radius at x = 0.

-- 1 CT

<R,>T = - R(t)dt (4)

<R,>P R,(x)d•r (5) 10.0 1.5 km/s

- ),,0
TR~x~d ~5.0

where T and P are the total time interval of 0 0.0 -.
penetration and total depth of penetration, -. o
respectively. The time-averaged R, can be slightly C-,5.0 \.0 km/s

different than the space-averaged R, because of the "
shock phase and final deceleration phases where 1 -10.0 4.5 km/"
the rates of penetration are different than in the -15.0
steady-state phase. These values are listed in
Table 4. -20.0

Table 4. Target Resistance Values 0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5

tv,/L
Impact < RK >T < R, >, (R,),, R, Figure 10: Deviation from Steady-State

Velocity (GPa) (GPa) (GPa) (GPa) Hydrodynamic Theory
(knVs) Model

1.5 4.27 4.31 4.92 5.21
3.0

2.0 3.10 3.24 3.88 3.54 " Time averaged

2.5 2.29 2.46 3.22 2.18 2.0 ND.a

3.0 1.71 1.91 2.83 0.87 - 1.0. Steady-State Portion

1.0

4.5 0.922 1.21 2.52 - I - ....et
S0.0 Penetration

Path

As the impact velocity increases, there is a larger
and larger negative contribution to Rt-Y, from the -1.0
residual penetration phase. This is a direct con- ,
sequence that u=vinEq. (3), since the projectile 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
is all or nearly all eroded. Thus, one of the
explanations for the strong velocity dependence of Velocity (km/s)
R, observed in Fig. 2 is the contribution of the
residual stage of penetration to the total penetration Figure 11: Computed R,'s as a Function of
depth. The last column in Table 4 lists the R,'s Impact Velocity
required for the Tate model to give the same depth
of penetration as the computations. Considering
that the Tate model neglects the shock phase, and the tail and penetration velocities are in error in the residual penetration
phase (Anderson and Walker, 1992), there is reasonable agreement between the varinu- columns. It is pointed out
that R, changes dramatically with almost no change in depth of penetration at impact velocities above 2.5 km/s (see
Figs. I and 2). This makes the calculation of R, very sensitive to the precision and numerical scheme used in the Tate
model. No R, value is listed at 4.5 km/s; the penetration depth is sufficiently above the hydrodynamic limit that R,
must be negative (for consLant Y.) for the model to match the depth of penetration.

An R, can be calculated up to the time that the projectile tail begins its rapid deceleration, i.e., the end of the quasi-steady
phase, thereby neglecting the residual penetration phase. These steady state values, (R,),, are also listed in Table 4.
The R,'s listed in Table 4 are plotted in Fig. 11. Regardless of how R, is calculated, it decreases with impact velocity.
The underlying reason for this may be due to the incompressibility assumption central to the theory.
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Compressibility Effects. The compression rq is plotted on 6 Equivalent Plastic Strain Compression
the right side in Fig. 12, and the equivalent plastic strain on
the left. The density itself does not change appreciably, and 4 Vo = 1.5 km/s
in this sense, incompressibility is a reasonable approxi-
mation. However, in computing the resistance of the target 2
to penetration, it is not obvious that compressibility effects
can be ignored. Considerable elastic energy can be stored 0
in a small amount of compression of the target (this is true
also of the projectile, but the volume involved is small -2
relative to that of the target). The effect of compressibility _E
on target response is a function of impact velocity. At low ! -4
impact velocities, e.g., 1.5 km/s, most of the plastic straiwin o >-
occurs within the vicinity (in front and to the side) of the -6 RP,,, SI,,, M I, ,,,,M I
projectile/target interface. After passage of the projectile, 4 W.W-
there is very little additional plastic strain accumulated in -8 4 sx-4 V- ,_

÷Lftv -[ -.. ,
the target. At higher impact velocities, a significant amount Lt io,-, + t-a
of plastic straining occurs when the target unloads from a - 10 o ÷ •0- ,-

4 ..oMs-1 4- LO.z-
compressed state. This straining occurs in the target volume * ,-,
far"behind" the projectile,and hence does not directly affect -12 ÷ .M-,
penetration. This can be seen in Fig. 7; for the 3.0 and 4.5 M..

km/s impact cases, plastic strain rates of 104 and 105 s- are - 14 , I A

evident in regions of the target well behind (above) the -10 -6 -2 2 6 10
projectile/target interface plane. This attests to additional x (cm)
plastic strain due to release of compression. Thus, the radius
of a constant strain contour increases as one moves from 6
the vicinity of the projectile/target interface to the target
volume behind the projectile. 4 Vo = 3.0 km/s

It is the target volume in the vicinity of the projectile/target 2
interface that mostly controls penetration. Because some
of the energy transfer from the projectile to the target is 0
temporarily stored in compression, the rate at which energy
is dissipated by plastic work near the projectile/target -2
interface is less than if there were no compression (as - 4
already discussed in the preceding paragraph, additional 4
plastic work does occur in unloading, but this is away from
the projectile/target interface and therefore does not directly 6
influence penetration). Therefore, compressibility tends to 8
decrease the extent of plastic dissipation in the vicinity of 8
the projectile/target interface as compared to an incom- -1
pressible case. Analytical models of penetration relate - 1
plastic dissipation to a plastic zone extent, and target -1 2
resistance increases as the extent of the plastic zone,
normalized by the crater radius, increases. Walker and -14
Anderson (1992) demonstrated that the normalized extent - 1 0 -6 -2 2 6 1 0
ofthe plastic zone is velocity independent ifcompressibility
effects are ignored, but that the normalized extent of the X (cm)
plastic zone decreases with impact velocity when com-
pressibility is included. The analytical findings of Walker 6
and Anderson are consistent with the results of the 4 V = 4.5 km/s
numerical simulations.

Estimates of the amount of energy per unit volume going

into compression can be made from: 0

= 1-y-f[" l v -2

u-4
= K[ .iJ = 2o. -

-8

-10
Although only the first two terms of the equation of state
have been retained, Eq. (6) will provide an adequate - 12
approximation for estimating energy densities. It is also
useful for comparison purposes to calculate the plastic work - 1 4• . . .
equal to the work done in compression. The plastic work -1t0 - 6 - 2 2 5 1
is approximately the area under the stress-strain curve,X(€)
which is given by os". Equating the plastic strain energyX(,)
to the energy in compression, and solving for the plastic Figure 12: Plastic Strain and Compressibility
strain gives: Contours

mV "2 (0 I6NI I i
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Table 5. Comparison of Energy Densities

S= -- (7)
2a, V/Vo 'I Energy e

The bulk modulus for steel is 152 GPa; an effective flow (-) Density (-)
stress is approximately I GPa. Using these values, quan- (J/cm)
titative numbcrscan becalculated forEqs. (6)and (7). Table 0.990 0.010 7.60 0.0076
5 compares the energy density stored in compression with
the energy density dissipated in plastic work for several 0.975 0.025 47.5 0.048
different compressions.

0.950 0.050 190. 0.19
Figure 12 can be used to make an estimate of the relative

importance of the energy going into compression and into 0.925 0.075 428. 0.43
plastic work. The following estimates are made for a region
approximately one projectile diameter into the target. At 0.900 0.100 760. 0.76
1.5 kn/s, ignoring the energy absorbed by compression is
at most a 5% error. But as the impact velocity increases, the error increases disproportionately. At 3.0 km/s, the
energy per unit volume going into compression is approximately 40% of the energy per unit volume dissipated by
plastic work; at 4.5 km/s, the energy per unit volume in compression exceeds the energy per unit volume dissipated
by plastic work by as much as a factor of two. This is an important observation since virtually all analytic models of
penetration ignore compressibility.

The discussion in this subsection, along with the observation that R, begins its precipitous decline in Fig. 2 at
approximately 1.5 km/s, provides credence to our assessment that compressibility effects become increasingly
important in the mechanics of penetration as the impact velocity increases above 1.5 km/s."" Again, we make the
distinction between the density of the target material remaining approximately constant versus the energy absorbed
in compression. Even at 4.5 km/s, the target density in the vicinity of the projectile/target interface has changed only
on the order of 10%, and significantly less elsewhere in the target.

Work Rates. It is possible to provide a quantitative analysis of the rate at which energy is absorbed by the target. The
rate of work done per unit volume at any point in the target or projectile may be determined from the expression (e.g.,
see Anderson, 1987):

i,> = V.( .a) = -V.(Vp)+V.(V-si). (8)

On the right hand side of Eq. (8), stress tensor has been separated into pressure and deviatoric components. The first
term is the rate of work done by the isotropic component of the stress, which includes work done due to pressure
gradients in a velocity field as well as the work done by compression. The second term is the rate of work done by
the deviatoric stress. Integration of Eq. (8) over the target volume yields the total rate of work done on the target at a
particular time:

IV = fv. (V. o9a)dQ = fC.v -,.a 'dS =-f f ."'dS+ fJ(.s,.-'dS = WI+ W, (9)
a) S S S

where K is the target volume, S is the surface of the target,
and i' is the unit normal vector pointing out of the target. Table 6. Energy Rates
Wa is the rate of work done by pressure forces, and W, is

the rate of work done by deviatoric stress. The divergence Time Wa IV, IV Approx.
theorem has been used to convert the volume integrals to W) (kJ/ps) Work Rate
surface integrals. The advantage in the conversion to sur- (kRa/ps)
face integrals is the integrands now vanishes virtually
everywhere except on the crater surface. Furthermore, the Impact Velocity: 1.5 km/s 0.62
largest contributions within the crater occur near the crater
base where the stresses are largest. The surface integrals 20 0.602 0.115 0.717

were evaluated at a few different times for impact velocities 40 0.586 0.101 0.687
of 1.5 and 3.0 kim/s; the results are given in Table 6. Since
the stresses are large in magnitude and negative in corn- 60 0.545 0.081 0.626
pression, and the velocity is in the opposite direction ofnW, Impact Velocity: 3.0 km/s 4.7
Wispositive. Physically this is expected since the projectile 10 4.29 4.35 4.72
is delivering energy to the target. 20 4.41 5.22 4.93

The relative magnitudes of the values in Table 6 are Impact Velocity: 4.5 km/s 16.
reasonably consistent with the results anticipated from
scaling arguments. The time scale is given approximately
by L/v0, so the rate of change in the total energy for the

***It is convenient to use the impact velocity as the controlling measure, particularly since the impact velocity is the quantity tocasured

experimentally. Howcever. it is the penetration velocity-a function of the densities and strengths of the projectile and target materials, and

the impact vclocity-that is ttte controlling factor on the pressure.
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target and projectile is proportional to v.3 since the length scales and materials remain constant. (The same scaling
relationship can be determined from multiplying the energy density of the projectile by the velocity.) The total rates
of work done on the target, given in Table 6, are reasonably consistent with this trend. Although the total work rate
scales as vf, the individual terms, in general, do not.

We can use the form of Eq. (9) to present an argument of why the normalized extent of the plastic zone decreases with
impact velocity. The IV term in Eq. (9) contains both elastic and plastic work rates, but the work done by the stress
deviators is limited by the yield •'!ess in the target, and thus tends to keep the work per unit volume due to plastic flow
approximately constant, i.e., independent of velocity. (Fora viscoplastic material, there is a slight velocity dependence.)
Thus, the portion of the work done by the stress deviators s,, in plastic flow scales approximately as v.). V, of course,
scales as v)'. Therefore, the plastic work rate per unit volume scales approximately as v,". The scaling for volume
is somewhere between vo (momentum scaling) and v0

2 (kinetic energy scaling). At lower impact velocities, the first
power generally appears more applicable; at very high velocities (greater than 3.0 kin's), the exponent seems to be
closer to 2. For the purposes here, we will take an exponent of 1.5. As a consequence, the plastic work rate per unit
volume, when multiplied by the volume of the plastic zone, should scale approximately as v.1s (the data in Table 6
are also reasonably consistent with this assertion, suggesting the appropriate exponent for the velocity scaling of IV,
is about 2.2). Since the total plastic work per unit volume is approximately velocity independent, the extent of plastic
zone should scale as v , i.e., v, a relatively weak dependence on the velocity.

Many analytical models of penetration (e.g., Walker and Anderson, 1992) employ the extent of plastic zone normalized
by the crater radius in their formulations. Therefore, it is also of interest to determine how this normalized extent of
plastic zone scales with impact velocity. For purposes of determining this relationship we need to know how the crater
radius varies with impact velocity. A function of the formr RID = av0 n is used to describe the crater radius as a function
of impact velocity (other functional forms for the curve fit, such as a parabolic fit in the velocity, provide better
agreement with the data, but in order to estimate the velocity scaling we are restricted to the functional form listed
above). Experimental data for the radii of craters from tungsten-alloy projectiles into hard steel targets (Anderson,
Morris, and Littlefield, 1992) were used to obtain the exponent n; n was found to be 0.65 for impact velocities between
1.0 and 3.0 kni/s. This is in excellent agreement with an exponent calculated from the numerically determined crater
radii listed in Table I. Therefore. since the extent of plastic zone scales approximately as vo0

0 , the normalized extent
of plastic zone should scale as v"" 5. Results of the numerical simulations show that the normalized extent of the
plastic zone scales as v,° 27 (Table 3). The agreement is reasonably good considering the approximations to find the
first-order dependence of the velocity. What is important is that the extent of the plastic zone does not grow as rapidly
as the crater radius with impact velocity.

It was noted in Fig. II that R, computed from the steady-state portion of penetration decreased with increasing impact
velocity. The growth of the plastic zone in the target is a weaker function of velocity than the growth of the crater,
thus, the normalized extent of the plastic zone decreases with velocity. The target resistance is directly proportional
to the normalized extent of the plastic zone. This suggests another reason why R, decreases with increasing impact
velocity.

Energy Partitioning. Although Eq. (8) provides the rate at which energy is entering into the target, it does not address
the question of how the energy is distributed between internal and kinetic energy within the target volume. Equation
(8) can be rewritten using the momentum equation (e.g., see Anderson, 1987). This gives:

I D(v,v,) Dgv,
= p - + D + T,2' Dl• .r, s' i+ ~Dj.(0

"The rate of deformation tensor Dq, (Elv,/Elxj + EvJI3x,), has also been separated in the elastic and plastic parts (su-

perscript e and p, respectively). The first term is the time rate of change of kinetic energy per unit volume of the target.
The second and third terms represent the rates of elastic compression and deformation, and the last term is the rate of
dissipative (plastic) deformation. The last three terms together represent changes to the internal energy of the system.

Equaition (10) has been integrated numerically over the volume and time to give the kinetic and internal energies as a
function of time for the 1.5, 3.0 and 4.5 m/s impact cases. The results are shown in Fig. 13. Four curves are shown
in each subfigure. One curve represents the kinetic energy of the projectile, and in all cases, the kinetic energy of the
projectile decreases approximately linearly with time since the length of the projectile is decreasing linearly with time.
The projectile kinetic energy is transferred to internal energy of the projectile, and internal and kinetic energy of the
target. The initial kinetic energy and the final internal energies for the three impact cases are given in Table 7. (It
might be noted that the third and fourth columns do not sum exactly to the initial kinetic energy. There is a small
amount of residual kinetic energy in the target, which increases with impact velocity. There is also approximately
1.7% of the initial kinetic energy lost through the computational boundaries for each problem. These two quantities
make up the difference between the original kinetic energy of the projectile and the sum of the internal energies of the
projectile and target.) If the final internal energy from the projectile is subtracted from the initial kinetic energy of
the projectile, the rate of energy transferred to the target can be estimated easily because of the linear decay in projectile
energy. These values are listed in the last column of Table 6; these agree very well with the values calculated from
Eq. (9). Exact agreement is not expected since Eq. (9) provides the instantaneous rate, while these last numbers
represent average values.

The final internal energy within the projectile is approximately independent of the impact velocity, particularly in
rclation to the increase in internal energy of the target. The internal energy of the projectile represents 29% of the
energy dissipated at 1.5 kinis, but only a little over 4% of the energy dissipated at 4.5 km/s. For the most part, the
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Table 7. Energy Partitioning 100

Final Final 90 V. 1.5 km/S

Initial Internal Internal 8o
Impact Kinetic Energy Energy

Velocity Energy Projectile Target 70 E. ProectIe
(km/s) (kU) (kJ) (kJ) E- LTwg

S60

1.5 82.4 23.6 57.3
S 50

3.0 330. 25.8 295.

4.5 742. 30.5 681. 4

30 F rff

increase in the kinetic energy of the projectile as the 20
impact velocity goes from 1.5 km/s to 4.5 km/s is
ultimately absorbed as internal energy of the target. 10
However, as the velocity increases, more and more of 0
the energy is temporarily stored as kinetic energy of 0 20 40 60 80 100 120
the target. T

The kinetic energy that the target achieves is very
dependent upon the impact velocity. It is this obser- 400
vation that explains the large residual penetration at the v, 3.0 km/s
higher impact velocities. At 1.5 km/s, the kinetic 350
energy of the target is never very large, but at 4.5 km/s, TarW
the kinetic energy in the target is greater than that in 300E Pe, -de

the remaining projectile after approximately 33 gts.
After approximately 45 ts, the projectile has essen-
tially eroded, but considerable kinetic energy remains 250

in the target. This kinetic energy is ultimately
converted to internal energy of the target (and this . 200
occurs fairly linearly with time). Thus, the kinetic
energy plot confirms that the deeper penetrations at 150
higher velocities are due to the target material having
been put in motion. 100
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ABSTRACT

The development of pulsed holography has two principal objectives. The first objective is to quantify the three
dimensional characteristics of hypervelocity impact events, and the second is to provide a diagnostic with the ability
to capture high fidelity information for the validation of sophisticated three-dimensional hydrocodes. The
holographic image-capturing subsystem uses a Q-switched, seeded, frequency-doubled Nd-YAG laser which
produces 5 ns, 750 mJ, coherent pulses at 532 nm. Holographic images have been captured of the back-surface
debris bubble from 4 km/s perforating impacts and crater ejecta from 2 km/s non-perforating impacts. A prototype
holographic reconstruction and image analysis subsystem has been assembled that provides the ability to measure
both the spatial distribution of particles and the morphology of individual particles produced: in a hypervelocity
impact event. The demonstrated image resolution of this system is 20 g~m; however, higher resolutions are possible
with magnification optics.

INTRODUCTION

Pulsed holography is a significant advance in state-of-the-art hypervelocity impact diagnostics. Unlike conventional
holography, which uses exposure times on the order of seconds, pulsed holography utilizes high-power pulsed lasers
to provide exposure times on the order of nanoseconds. These short pulse durations are required to "freeze" the
motion of impact-generated fragments and debris. Aside from these very short exposure times, pulsed holography is
similar to conventional holography. This section describes the background for the development of pulsed
holography, and following sections discuss how pulsed holographic images of hypervelocity impact events are
formed and captured. The critical issue for the practical application of pulsed holography is the development of
holographic image analysis techniques. This issue is addressed in the last sections on image reconstruction systems
and image resolution limits.

Benefits of Pulsed Holography

The key technical advances of pulsed holography include the ability to collect three-dimensional information about
the distribution, shape and orientation of hypervelocity impact-generated fragment clouds, and the ability to quantify
the characteristics of very small fragments without the depth-of-focus restriction of conventional microscopy. The
ability to capture the three-dimensional features of a hypervelocity impact event makes pulsed holography a
powerful tool, especially for the validation of three-dimensional hydrocode simulations and fragmentation models.
The development of these computational and analytical models is closely linked to the ability to compare model
predictions to test results. With the advtnt of sophisticated three-dimensional hydrocodes, these computational tools
are progressing beyond the ability of conventional imaging techniques to provide the necessary information for code
validation. Pulsed holography has the potential to establish a diagnostic, and by extension, validation capability
commensurate with the power of these three-dimensional hydrocodes.

"*This work performed at Sandia National Laboratories and supported by the U. S. Department of Energy under contract DE-AC04-
76DP00789.
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Hypervelocity Impact Events of Interest

The two types of hypervelocity impact events that can be studied with pulsed holography are perforating and non-
perforating impacts. Perforating impacts lead to debris cloud formation, where the debris cloud can consist of a
mixture of solid fragments, liquid droplets, and/or vapor products. Non-perforating impact events produce crater
ejecta and jet breakup. The study of these impact events has several applications, including understanding the
formation and dispersal of back-armor debris for achieving survivability or lethality performance, studying strategic
kinetic energy weapon lethality, and developing advanced debris shield designs to improve the survivability of
aerospace systems. The solution to these problems requires the characterization of such factors as the extent,
orientation and distribution of mass in a cloud of impact-generated fragments; the solid, liquid or vapor state of
particles in an impact cloud; the shape, size, velocity and number of individual fragments; or the breakup of
hypervelocity impact-formed jets into discrete fragments. For impact events with cylindrical symmetry, two-
dimensional tools may be sufficient; however, for non-symmetric impacts, three-dimensional computational and
experimental capabilities are generally required.

Present Imaging Techniques

Hypervelocity impact tests typically use conventional imaging tools such as flash X-rays, pulsed laser photography,
and high speed photography with either rotating prism cameras or image-converter cameras. The use of these
imaging diagnostics and their application to hypervelocity impact testing has been described in the literature (Swift,
I)82 and Isbell, 1987). Unfortunately, with the exception of stereo photography, conventional imaging techniques
are. by their nature, two dimensional. Therefore, they are unable to capture a significant portion of the information
that is predicted by three-dimensional hydrocodes. Even stereo photography is subject-to particle shadowing and
masking that can limit impact event characterization. Conventional imaging techniques have practical resolution
limits of about 200 pm either through a depth of focus constraint which restricts the practical image magnification,
or the resolution capability of flash x-ray cassettes. As noted above, one of the primary motivations for the
development of pulsed holography is to move beyond these limits and provide high fidelity information about the
three-dimensional features of an impact event.

Conventional holograms typically image static objects and require vibration isolation tables to limit motion of the
object and optical components to less than a fraction of the wavelength of the illuminating laser light source. This
motion constraint is necessary for the formation of the constructive and destructive wave interaction that produces
interference fringes on the holographic plate. If the object moves more than a fraction of a wavelength during the
duration of the laser exposure these interference fringes are lost and with it the holographic image of the object.
However there is an exception, whereby an object that moves many multiples of the laser wavelength during the
pulse duration can form "shadowgraphic" hologram images. The topic of this paper is this exception and how it
provides a key advance over conventional hypervelocity impact imaging techniques.

MEASUREMENT OBJECTIVES

There are several measurements that can characterize an impact event. For these different measurements a spectrum
of resolution requirements may be defined. For example, an impact event can be characterized with macroscopic
measurements to describe the overall spatial distribution of material resulting from an impact event. In the same
event, microscopic measurements can focus on the impact-generated particles, their shape and volume; their state,
solid, liquid or vapor; and for solid particles (fragments) their "roughness" or fractal dimension (Mandelbrot, 1983).
There are a number of other measurements that can fall between these macroscopic and microscopic regimes, such
as the total number of particles generated, their size distribution, and their velocities.

These measurements place different accuracy requirements on the hologram analysis and tolerances for the
holographic layout. Accuracy requirements for a given property measurement may be obtained by examining the
resolution limits for computational and analytical predictions of that property. Assuming a typical debris bubble
cross-section of 100 mm, the accuracy requirement for macroscopic dimensions of impact-generated structures may
be to within I mm. In the intermediate regime of holographic measurements, particle sizes and velocities may
require resolution to within 100 gm. Finally in the microscopic measurement regime, to determine the particle
shape, state or fractal dimensions may require resolutions of better than 10 gm. This spectrum of resolution
requirements is illustrated in Table I. Precise repositioning of the holographic plate and reference beam geometry is
required to achieve these accuracies of better than 100 gm.

PULSED LASER HOLOGRAMS

The promise of pulsed holography for ballistic diagnostics was revealed by LTV Missiles and Electronics Group in a

scries of tests with a small powder gun (Hough, et al., 1990). The key breakthrough by Hough and his colleagues
was the demonstration of the ability to holographically capture information on fragments that rlove a distance that is
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Table 1: Holographic Measurement Types and Estimated Resolution Requirements
To Characterize a (100 mm)3 Hyperveloclty Impact Event

Macroscopic Intermediate Regime Microscopic
(-1000 Vrm resolution) (-100 Vrm resolution) (-10 gm resolution)

Debris Bubble Number of Particle
Envelope and Structure Particles Generated Shape & Volume

Crater Ejecta Particle Particle State:
Envelope and Structure Size Distribution Solid, Liquid, or Vapor

Particle Particle Particle Roughness:
Position Velocity Fractal Dimension

many times the wavelength of the laser light during a pulse duration. For example, I km/s particles move 30 l.rm
along the velocity vector during a 30 ns laser pulse. While this distance is small with respect to macroscopic
dimensions, it is more than one hundred times the wavelength of visible laser light. This motion prevents the
formation of a direct hologram of the impact-generated particles, but the particles can still be characterized. The key
is the use of a stationary backsheet, above which the outline of the particles appear as floating shadows.

The LTV system used a pulsed ruby laser to produce a 30 ns, 300 mJ pulse at 694 nm. A ruby laser offers several
operational advantages including the ability to easily single-pulse the laser with an external trigger, the stability to
provide reliable spatial and temporal beam coherence, and relatively low cost. However there are also a number of
disadvantages to ruby lasers. The primary disadvantages are that it is not possible to operate a ruby laser in a
continuous wave mode for the reconstruction system and the pulse duration is relatively long for freezing the motion
of particles produced in a hypervelocity impact event. If a different wavelength laser such as a helium-neon is used
for continuous wave reconstruction, the resulting image is useful for qualitative viewing, however it introduces a
non-linear scale shift that complicates quantitative image analysis.

Another pulsed laser that is used for holography is a frequency-doubled Nd-YAG laser. There are a number of
pulsed, seeded, doubled Nd-YAG lasers available that produce 5 ns, 750 mJ. coherent pulses at 532 nm. These lasers
are more complex and expensive than a pulsed ruby laser, but diode-pumped, doubled Nd-YAG lasers are available
that can provide a continuous wave monochromatic light source for use in a quantitative reconstruction system.
Because these continuous wave lasers produce the same 532 nm wavelength as the pulsed lasers, no scale shifts are
introduced that can complicate the quantitative image analysis. For pulsed, high coherence Nd-YAG systems, the
seed laser is a small diode-pumped Nd-YAG laser that provides a reference oscillator cavity to increase coherence
length of the main laser cavity. While ruby lasers are available with pulse energies of 2 to 3 J, holographic films are
inherently more sensitive to the "green" doubled Nd-YAG at 532 nm than to the "red" ruby at 694 nm. A major
disadvantage to the use of a doubled Nd-YAG laser is the complex triggering system that is required to obtain a
reliably coherent, single pulse at the right time. This disadvantage is offset by the ability to use the same wavelength
for a continuous wave quantitative image reconstruction system. Based on these considerations, the Sandia National
Laboratories pulsed holography system utilizes a Q-switched, seeded, doubled Nd-YAG pulsed laser to capture
"shadowgraphic" holograms, and a diode-pumped, doubled Nd-YAG laser for quantitative reconstruction.

TEST CONFIGURATION

This section summarizes the experimental setup that has been used for the development of a pulsed holography
hypervelocity impact diagnostics system at Sandia National Laboratories. The integration of the laser triggering
subsystem into a the gun control circuits for a small (12.7 mm diameter launch tube), two-stage light-gas gun was a
key engineering accomplishment. Two different optical layouts that have been used to capture images on
holographic plates. Optical layout design balances the need for high image resolution with protection of these glass
plates from both impact-generated debris and potential fogging from impact flash. On all tests a pair ,f ,orcl -;,otter
cameras equipped with line filters provide supplementary diagnostics.

Gun / Laser Synchronization and Triggering Subsystem

The main component of our pulsed holography system is a Continuum model NY-82 frequency-df,,'- ')AG
laser with a model SI-500 injection seed laser. As noted above, this type of laser was selected after tunsidenng a
number of trade-offs with ruby lasers. The major disadvantage of using an Nd-YAG laser is the increased
operational complexity of a subsystem to trigger and generate a coherent laser pulse at the correct time. For thermal
stability, and to maintain closed-loop, frequency-locked coupling of the seed laser to the main Nd-YAG oscillator
cavity, the laser requires continuous pulsing at a 10 Hz rate up to the desired shot time. Unfortunately the powder
bum-time jitter of a two-stage light-gas gun prevents using the laser to trigger the gun.
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Figure 1. Schematic diagram of the gun-laser synchronization and triggering subsystem.
The principal components include the MAVIS projectile sensing coils, the proportional
delay, and the shutter/beam stcp.

'Me following is a description of the subsystem for triggering the pulsed Nd-YAG laser after an impact event to
within a micro-second of accuracy. An external circuit triggers the laser at a 10 Hz rate in order to maintain laser

coherence length. This circuit provides a trigger to the flash lamps that optically pump the Nd-YAG laser cavity.
Approximately 200 Its later a second trigger is sent to the Q-switch and seed laser to generate the laser pulse. These
triggers are repeated at a 10 Hz rate until an interrupt signal is received just before the gun is fired. An aluminum
shutter/beam stop blocks the stream of 750 mJ laser pulses to prevent fogging and over-exposure of the holographic
plate.

When the gun fire button is pressed a number of actions occur prior to the actual firing pin release. First, an interrupt
trigger is sent to the external 10 Hz pulsing circuit. Second, the shutter/beam-stop is moved out of the optical path
into the impact chamber, and third, the laser flash lamp capacitors are charged and held. Then the gun firing pin is
released, the projectile is launched, the sabots are stripped in the flight range, and the impactor to flies through a
MAVIS coil station placed a known distance from the target (Moody and Konrad, 1984). The MAVIS provides a
two-point measurement of the impactor velocity and is used with a proportional delay to trigger the Q-switch and
pulse the laser at the desired time after impact. In addition, the MAVIS provides a timing point for triggering the
flash lamps from 200 to 500 pts prior to the Q-switch trigger. A simple schematic diagram of this system is shown in
Fi g. 1.

Holographic Layouts

Two different optical layouts that use holographic plates have been used to capture holographic images of
hypervelocity impact events. The first layout is a flat plate geometry that is analogous to the cylindrical geometry
that was originally developed by LTV. Figure 2 illustrates our layout of this geometry. While the cylindrical
geometry used by LTV produced dramatic images with the ability to examine the debris cloud from a full 180
degrees of view, this geometry is obtained with film-based holographic media. Because our effort has a primary
objective of obtaining quantitative information from an analysis of the holographic images, better dimensional
stability is required than can be provided with film. In order to achieve measurement accuracies that are better than
100 pgm, flat, glass plate holograms are required to accurately reproduce initial reference beam geometries.

The use of flat plate holographic media led to the development of an improved layout shown in Fig. 3. This figure
shows the layout of optical components in, and open shutter cameras above the impact chamber from a perspective
looking back towards the gun. In contrast to the geometry in Fig. 2, this layout has the benefits of using the central
and most intense portion of the beam, and eliminating the front surface mirror from the impact chamber that
generates additional secondary debris which can damage the holographic plate. An additional benefit of this layout
is the ability to capture holographic images of non-penetrating or cratering impact events. For these types of
impacts, the thick target is positioned by the downstream edge of the translucent backsheet and holography plate in
order to image the cratering ejecta that is thrown back from the target surface. Important supplementary diagnostics
used for these tests are open-shutter stereo cameras equipped with 532 nm line filters. Both layouts provide a clear
view from above for open shutter cameras. Figure 3 also illustrates a set of 3 datum pins (from this view one is
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Plexiglas Sheet .Mirror
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Figure 2. Schematic diagram offlat plate analog to LTV holography layout.

hidden), that are used as fiducials to establish the shot line direction and the horizontal plane perpendicular to the
film and grid surfaces.

The holographic media used in these tests are Agfa 8E56-NAH or Ilford SP 695T (102 x 127 umm) glass plates. For
dimensional precision glass plates are preferable to plastic film emulsion media; however unless steps are taken to
protect the glass, they are subject to the risk of breakage from secondary impacts. A modest amount of protection is
provided by placing the holographic plate in a liquid gate. A liquid gate is a flat-walled tank with high-quality
optical windows that is used to reduce the sensitivity of the holographic imaging process to non-uniformities in the
plate and thickness (Goodman, 1968). This tank is filled with an appropriate index of refraction matching fluid to
reduce internal reflections. But this apparatus has the additional benefit of providing improved protection for the
holographic plate and reducing potential fogging from impact flash.

Reference Front Surface

Beam Mirror
Open Shutter

Stereo Cameras

m m*° " /

Holographic

Plate . ..... Translucent

Backsheet

lmagpw Free-Doubled

Vo....e Nd-YAG Laser

...... 75mJ Pulse

Datum Bem/ 5 ns DurationDatum .... Beam

"Pins Splitter

Figure 3. Schematic diagram of improved flat plate holography layout. Perspective is
from the impact chamber looking towards the gun.
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Figure 4. Open shutter photograph of the 4.22 kmns impact of a 6.35 mm steel ball through a
0.63 mm steel sheet 22 ms after impact with a time-integrated image of an impact flash. The
holographic plate, translucent backsheet and datum pins are also clearly shown in this
photograph.

Figure 4 shows an open-shutter camera photograph from the impact of a 6.35 mm steel sphere through a 0.63mm
steel sheet at 4.22 km/s. In this test the laser was pulsed approximately 22 p±s after impact of the sphere on the sheet
to freeze the motion of hundreds of submillimeter-sized steel fragments. As indicated in Fig. 3, this open shutter
camera has a view into the impact chamber from above. Shown at the top of the photograph is the translucent grid
sheet and just below this sheet are the three datum pins. At the bottom of this image is the holographic plate. Also
evident in this photo is an impact flash event. This test was not successful in capturing a holographic image because
the light from the impact flash overexposed the holographic plate. Simple shielding techniques were used to
minimize the effects of impact flash in a repeat of this impact test.

Several hypervelocity impact events have been holographically imaged. Table 2 summarizes these impact events.
The impacts of steel and copper spheres through plexiglas sheets provide a clean breakup of the sphere. Similar
impacts with flash x-ray diagnostics indicate that most of the metallic sphere remains in a tightly grouped cloud of
fragments around the initial sphere trajectory. The impact of a steel sphere into a steel sheet results in a debris
hubble of fine steel fragments as shown in Fig. 4. Figures 5 and 6 are open shutter photographs from the copper into
plexiglas shot and the copper into copper block shot, respectively. The cratering impact shown in Fig. 6 clearly
shows how the target block had a machined step cut into the impact face of the block. This step provided protection
for the holographic plate by deflecting the crater ejecta tha! would have been thrown towards the plate.
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Table 2: Impact Events Captured with Holographic Images

Impactor Velocity (km/s) Target

6.35 mm Steel Ball 4.32 1.3 mm Plexiglas Sheet

6.35 mm Steel Ball 4.22 3.0 mm Plexiglas Sheet

6.35 mm Cu Ball 4.32 1.3 mm Plexiglas Sheet

6.35 mm Steel Ball 4.22 0.63 mm Steel Sheet

6.35 mm Cu Ball 1.99 25.4 mm Cu Block @ 00

Figure 5. Open shutter photograph of the 432 km/s impact of a 635 mm copper ball
through a 1.3 mm Plexiglas sheet 144 pts after impact.

Figure 6. Open shutter photograph of the 1.99 km/s impact of a 635 mm copper ball into
a 25.4 mm copper block 12 lts after inpact.
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HOLOGRAPHIC IMAGE RECONSTRUCTION SYSTEMS

The pulsed holograms produced in this study are transmission holograms that require a monochromatic light source
to reconstruct the holographic image. For qualitative viewing, this source can be a laser with a different wavelength
from the pulsed laser used for generating the hologram. It is also possible to use different optics and configurations
for the reconstruction beam. Figure 7 is a photograph of our system for qualitative reconstruction of holographic
images. This system uses a small continuous wave 25 mW diode-pumped Nd-YAG laser operating at 532 nm, but it
departs from the original reference beam geometry in interests of packaging a portable system.

Figure 7. Portable, quantitative holographic image reconstruction system. Arrows
indicate the beam path through the collimating and beam expanding optics. The
reconstructed image is viewed above the black rectangular area.

As noted previously, if the same wavelength light is used for image reconstruction, it is possible to form a
reconstructed image with no length scale shifts. To achieve the high levels of resolution given in Table 1, the
original reference beam must be accurately reproduced. A prototype image analysis subsystem with a quantitative
image reconstruction subsystem has been assembled. The same 532 nm laser from the portable qualitative
reconstruction subsystem has been used; however, an identical reconstruction beam was used, including the impact
chamber port. The reconstructed images were imaged with a CCD camera having 768 by 493 active pixels and
either a zoom lens with a focal length range of 18 to 108 mm or a matched pair of achromat 1:1 image transfer
lenses. This CCD camera has been mounted on a manual three axis stage. The RS-170 analog video signals fromn
the CCD camera have been digitized with a commercial image processor board for a PC-compatible computer at a
resolution of 640 by 480 pixels, with 8 bits intensity resolution. A photograph of this prototype image analysis
subsystem is shown in Fig. 8.

Figure 9 is an example of the digitized images that can be obtained from the reconstructed holographic images with
the image processing system. This set of images is from the same impact event captured with an open shutter camera
photograph shown in Fig. 5. These images illustrate the ability to position the plane of focus of the CCD camera at
fragments of interest, at a datum pin, or at the backsheet. The image in the lower right quadrant shows the high
degrce of detail that is revealed when the optics are focused on the upper edge of the large central copper fragment.
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Wide Field of View 1:1 Image of Small Fragment

Central Particle Field, Near Focus Central Particle Field, Far Focus
Figure 10. Digitized CCD camera images of the reconstructed hologram from the 4.22
km/s impact of a 6.35 mm diamter 1018 steel ball through a 3.0 mm Plexiglas sheet
134 its after impact.

The images shown in Fig. 10 illustrate two capabilities that the analysis of pulsed holograms provide. The image in
the upper left quadrant is a wide field of view that is focused on the impact-fragmented steel particles. Also shown
are the out of focus datum pins and backsheet. The arrow points to a small particle oclow the center of the fragment
field. The image in the upper right quadrant is the digitized image of this fragment using 1:1 image transfer optics.
The waist of this fragment is approximately 350 pim in thickness. The two images in the lower quadrants
demonstrate the ability to use depth of focus to throw particles into and out of focus. When coupled to a high
precision three axis stage, a narrow depth of focus provides the ability to accurately determine the depth position for
a particle. Particle in the plane of focus of the camera can then be located in the horizontal and vertical directions by
reading positions from the corresponding axis of the stages.

IIOLO(GRAPHIC IMAGE RESOLUTION LIMITS

There are several factors that contribute to the resolution limit of these pulsed holographic images. These factors
include the velocity of the particles, laser speckle and viewing optics resolution, the thickness of the particles, and
the resolution of the CCD camera. Because the pulse duration is nominally 5 ns, there is a velocity blurring effect.
T'he velocity blurring is roughly equal to the product of the pulse width of the laser and the particle velocity.
Actually, it should be possible to estimate the particle size to about half of this number; so the axial blurring
resolution limit is approximately 10 to 15 pim for 5 km/s particle velocities. There is an uncertainty in determination
of the edge position of a particle. This is due to a coupling of laser speckle and the simple resolution limits of the
viewing lens optics. The resolution of a simple lens viewing an incoherently illuminated object gives a blur size
diameter of 1.3(f/no.)-(plm). The speckle phenomena will change the intensity in the blurred edge, so it may increase
the over-all blurring by a factor of two, to about 2.5(f/no.)-(pm). For example, an f/6 viewing system will blur the
edges by about 15 pgm. Fortunately, the illumination is much broader in angle than the viewing system; in general,
this factor does not limit the resolution. Thick particles, with significant depth parallel to the direction of viewing
can increase the apparent cross-section of the fragments in some circumstances. This effect will be most noticeable
when the viewing system is fast, e.g. f/2. There is a resolution limit imposed by the CCD camera due to the number
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of pixels in the CCD array. Assuming a baseline high-resolution 1:1 image transfer optical system that is nominally
a 50(x5O1) CCD array with a 10 mm by 10( mm active area. Then in each dimension, a pixel represents a 20 pim by
20 pill area. Of course, to improve this resolution, it is possible to use a design with increased magnification in the
image transfer optics. If a smaller image volume (e.g. (25mm) 3 ) is of interest, it is possible to use magnification
optics such as microscope objectives or lithography lenses between the holographic plate and the impact event to
achieve further increases in resolving power.

The image resolution of this pulsed holographic system was measured with a standard 1951 Air Force resolution test
target capable of measuring resolutions from 2000 gIm to 2 l.im. The resolving power of the image analysis
subsystem was measured by using the 1:1 image transfer optics to project the test target onto the focal plane of the
CCD camera. With white-light illumination, a resolution of 12 gam was measured for the image analysis subsystem.
To measure the resolution of the image-capturing subsystem, a hologram was made of the stationary resolution test
target. By viewing this hologram with the image analysis subsystem, resolutions of 35 ltm for the Agfa plates and 210
pil for the 1lford plat,.• were measured. This resolution capability does not account for the velocity blurring effect or
the uncertainties introduced by the thickness of particles, but it does account for the blur due to speckle and the
resolution of the image capturing and image reconstruction processes. The velocity blur for hypervelocity particles
is expected to further degrade image resolution. Note however, that velocity blur also degrades all conventional
imaging techniques. These measurements demonstrate that the resolution capability of pulsed holograms can be
approximately an order of magnitude greater than what is possible with convention"' imaging techniques. When a
lOx microscope objective was used as an optical magnifying optic, the resr 'ion of ..._ image analysis subsystem
was measured to be over I l.rn. The corresponding measured resolution fo- logram was 3.5 pim. The trade-off
for this technique is that it yields a field of view of about 19 mm and it comph,. -ýs the ability to determine the depth
location of a particle. Therefore, it is most applicable for tests where the spatial volume of interest is known a priori.

FUTURE EFFORTS

This pulsed holography development effort has achieved a number of key results. Holographic images have been
captured of a number of hypervelocity impact events, including perforating and non-perforating impacts, and these
holographic images have been digitized with a prototype image analysis system. While the open shutter cameras are
a supplementary diagnostic, the analysis of these photographs with existing image analysis tools will provide a
validation of the macroscopic holographic measurements.

There are several steps that can still be taken to improve image resolution. A spatial filter can be added to the
reference beam to improve the beam quality and uniformity. The pulsed laser can be replaced with a similar
frequency doubled Nd-YAG laser with 50 to 150 picosecond pulse duration to reduce the velocity blurring effect.
Finally, higher quality imaging optics can be used to increase the resolving power of the image analysis subsystem.

The quantitative analysis of the information captured in these holograms can be achieved through different
approaches. The next step in analyzing the digitized images will be to use existing image processing software to
define particle edges, dimensions and areas. Sophisticated software packages are also capable of determining such
factors as the image centroids. To accurately determine the location of impact-generated particles the CCD camera
and image transfer optics will scan the image volume with a computer-controlled three-axis translation stage with at
least one axis of rotation.

An interesting consideration is the information content potential of these holograms. Assuming the holographic
image volume is (250 mm) 3, the total potential image volume is 15.6x10 6 mm 3. If the depth of focus for the image
transfer optics is 0.5 mm, then each 10 mm x 10 mm digitized image would cover a volume of 50 mm3, therefore to
completely record the entire image volume, more than 300,00(0 images would be required. Of course most of these
itnages probably would not contain any useful information so sophisticated data handling and manipulating
algorithms would be useful. This example indicates the need for applying high performance computing to handle the
large volumes of data that will be generated in the analysis of holographic images.

Another option for analyzing the data in these holograms will be to take stereo photographs of the reconstructed
holographic image. These stereo photograph pairs, like the initial open-shutter stereo camera photographs, can be
analyzed with existing stereo image analysis tools (Franke, et al., 1991). This analysis will provide cross-correlation
for the macroscopic measurements of an impact event.
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CRITICAL RESPONSE OF SHIELDED PLATES SUBJECTED TO

HYPERVELOCITY IMPACT

Y.C. ANGEL and J.P. SMITH

Department of Mechanical Engineering and Materials Science
William Marsh Rice University

Houston, Texas 77251-1892, U.S.A.

ABSTRACT

A ballistic limit equation for hypervelocity impact on thin plates is derived analytically. This
equation applies to cases of impulsive impact on a plate that is protected by a multi-shock shield,
and is valid in the range of velocity above 6 km/s. Experimental tests were conducted at the
NASA Johnson Space Center on square aluminum plates. Comparing the center deflections of
these plates with the theoretical deflections of a rigid-plastic plate subjected to a blast load, one
determines the dynamic yield strength of the plate material. The analysis is based on a theory for
the expansion of the fragmented projectile and on a simple failure criterion. Curves are presented
for the critical projectile radius versus the projectile velocity, and for the critical plate thickness
versus the velocity. These curves are in good agreement with curves that have been generated
empirically.

NOTATION

r projectile radius V Poisson's ratio of backwall
U,, projectile velocity U00 static yield strength of backwall
pp projectile mass density 0 dynamic yield strength of backwall
mp projectile mass A ratio of a to a0
D shield spacing Ibw impulse on the backwall
T duration of rectangular load P (i) time-dependent load on backwall
TL load duration on backwall Pm maximum value of P(t)
R load radius on backwall P dimensionless load based on Pm
K ratio of surface densities p upper bound for p
K lower bound for K W permanent backwall deflection
2h backwall thickness 6 dimensionless backwall deflection
a backwall half-width 6. upper bound for 6
c ratio of a to R B scaling factor
c* lower bound for c Q backwall deformation
p backwall mass density Q. upper bound for Q
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INTRODU'-TION

Space debris and meteoroids of various sizes may impact space vehicles at relative velocities as

high as 70 kin/s, and tile impacts may have catastrophic effects on the integrity of the vehicles.
For protection, one uses dual-plate shields (Kinslow, 1970; Zukas et al., 1982; Rajendran and
Elfer, 1989) or multi-shock shields (Cour-Palais and Crews, 1990). These shields shatter the
impacting objects into fragments, and spray the fragmented pieces (sclid, molten, or vaporized -
depending on the impact conditions) over an area much larger than that of the cross-section of
the unshatter-1 object.

In this paper, we derive a ballistic limit equation for hypervelocity impact on thin plates. This
equation applies to cases of impulsive impact on a plate that is protected by a multi-shock shield;
it is valid when the projectile velocity is in the range above 6 km/s, and when the area of the
impact zone is much smaller than the area of the plate. The analysis that. leads to the ballistic
limit equation (Eqn (26) below) is discussed in detail in the following sections. For convenience,
we reproduce here Eqn (26) in the form

PPU rn 9Ap(1 + lK)VT•x

a 2 C, C 2(1 - K) (1)

where the parameters K, A, p, and C take the values

K = 0.04, A = 4.5, p = 50, C = 219.4. (2)

The parameters p., r, and UJ,, denote the mass density, the radius, and the velocity of the
projectile; h and o-0 are the half-thickness and the static yield strength of the plate; D is the
spacing between the outer sheet of the multi-shock shield and the plate; the dimensionless K
measures the expansion of the fragmented projectile, A is the ratio of the dynamic yield strength
to the static yield strength of the plate material, and P is the dimensionless load applied to the
plate. In Eqn (1), the two groups ppU,2,/o and r 3 /(Dh 2 ) are dimensionless; the parameter C is
also dimensionles,..

Equation (1) represents a relation between the critical values of the parameters. If we let any two
of the parameters pp, Urn, ao, r, D, and h vary, while keeping all the other parameters fixed, we
obt ain from (1) a plane curve. The curve divides the plane in two regions: one of them is the safe
region, and the other is the failure region.

It will be seen below that Eqn (1), together with (2), yields numerical results that are in good
agreement with those obtained from the empirical equation of Christiansen (1990, 1991). Thus,
Eqn (1) can be used to guide further experiments and shield design studies.

In a previous work, Angel and Whitney (1992) were able to obtain a ballistic limit equation by
using a simple analytical solution for the permanent deflection of a rigid-piaýtic beani. in jimb

work, we replace the beam solution by a plate solution. This yields Eqn (1), which is simpler than
the previous ballistic limit equation.

To arrive at Eqn (1), we discuss first, in the next section, the plate solution of Hopkins and
Prager (1954). This solution corresponds to a simply supported circular plate uniformly loaded
over its entire area by a blast load. The plate is made of a rigid perfectly-plastic material. We
give expressions for the permanent deflection of the plate at the center. Next, we compare the
theoretical deflection with the experimental deflections of six aluminum square plates supplied
by the tlypervelocity Impact. Test Facility of NASA/JSC. In this process, we invoke the debris-
expansion theory of Swift et al. (1982), and we determine the dynamic yield strength of the plate

material. Then, we choose a failure criterion based on the maximum permissible deflection, and
we establish that, the critical values are related by Eqn (1). Finally, we present curves for the
critical projectile radius r versus the projectile velocity Urn, and for tile critical plate half-thickness
. versus (4,.
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Fig. 1. Plate subjected to a uniformly distributed circular load.
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Fig. 2. Time dependence of the load.

PERMANENT DEFLECTION OF A CIRCULAR PLATE

Consider a simply supported circular plate of radius a and thickness 2h subjected to a circular
load of radius R, as shown in Fig. 1. The plate is made of a rigid perfectly-plastic mate-
rial, and the load P(t), which is uniformly distributed, has a rectangular time-dependence as in
Fig. 2. Let Pm be the maximum value of the load, and let T be the time at which the load returns
instantaneously to zero.

When the deformations are small, the axisymmetric equation of dynamic equilibrium for the plate,
which is given by Hopkins and Prager (1954, p. 318), can be written in cylindrical coordinates in
the form

[rMr(r, t)]' - Me (r, t) - [p(ft) - 2phi(i•, I)Jada, (3)

where uw is the deflection of the plate in the z direction of Fig. 1, M, and Me are the bending
moments per unit length caused by the radial and circumferential stresses, respectively, p is a
force per unit area along the z direction, and p is the mass density of the plate. in (3), the prime
superscript denotes differentiation with respect to t~he radial coordinate r, and the superimposed
dots denote differentiation with respect to the time f.

Using the Tresca yield criterion, one can show (Jones, 1989, p. 31) that the moments MA and Me
take values in the (Me, M,) plane inside, or on the boundary of, a hexagon containing the origin.
The size of the hexagon is determined by the plastic collapse moment Afn per unit length, which
can be expressed in terms of the static yield strength ao of the plate as

Ain = oroh. (4)

When the circular load of Fig. I is applied over the entire area of the plate (R = a), the permanent
deflection We at the center of the plate has been calculated by Hopkins and Prager (1954, Eqn
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(22) p. 324 and Eqn (44) p. 329). The results of these authors can be written in the form

S 0 ,0</I < 1,

6, = ( - ) , I < it < 2, (5)

S(31t- 2) ,2 < ,

where the dimensionless deflection 6, and the dimensionless load it are defined by

-pa ) and P11.1 h (6)6Se -3oohT 2Pa"•• n 7c~2

Next, we recall that the static deflection 1V3 at the center of the plate of Fig. 1, when the total
distributed load is equal to Pm, is given by (Timoshenko and Woinowsky-Krieger, 1959, pp. 64-67)

P,m [3+v 2 -R' a 7+3 v(

" 6,rF 6 1--; v n 4(l+ R (7)

where v is Poisson's ratio and F is the flexural rigidity of the plate. The flexural rigidity can be
expressed in terms of Young's modulus E as: F = 2Eha/[3(1 - V2)].

Equation (7) can be used to evaluate the static deflection of a plate loaded over its entire area
(R = a). The ratio IV of the deflection (7) to the deflection that corresponds to R = a is given by

W- 5  [i 4(3±+)__4(1+v)ln - (7+3,)] . (8)

Next, let W be the permanent deflection at the center of the plate of Fig. 1 when the load P(t)
has the time-dependence of Fig. 2. In order to evaluate IV, we assume that the ratio of IV to the
deflection IV, corresponding to (5) - (6) is equal to the ratio W of (8). Thus, one has

IV = WIV,. (9)

We introduce now a dimensionless measure 6 of the permanent deflection IV, and a parameter c
that is equal to the ratio of the plate radius to the load radius. These parameters are defined by

6 -P1 2  a
= 2 , and c -_ . (10)3orohT 2  R

Then, we infer from Eqns (9), (10), (8), (5)3, and (6) that the expression of 6 in terms of the
parameter iL of (6) is

IL-•(3/ -- 2)!B(e, i.), (11)
4

where
B(c,v)= 4(3+ L)c 2 - 4(1 +) Inc- (7+ 3v)

(5 + V)C4  
' (12)

and p > 2, as indicated in (5)3. Observe that the dimensk,nless 6 in (10) is defined in terms of
the load radius R, whereas the dimensionless 6e of (6) is defined in terms of the plate radius a.

EXPERIMENTAL RESULTS

Six multi-shock shields and aluminum target plates were supplied by the Ilypervelocity Impact
Test Facility of NASA/JSC. The experimental tests are labeled A1229, A1230, A1233, A1235,
A1237, and A1253. For each of the six experiments, the target consists of a backwall 15.24 cm
(6 in.) square protected by a series of four evenly-spaced Nextel sheets, also 15.2.1 cm square.
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Table 1. Experimental data.

Shot Um,(km/s) mrp(mg) 2h(mm) D(cm) W(mm) R(cm) K

A1229 6.49 47.04 0.508 10.16 4.018 2.08 0.0402

A1230 6.32 46.92 0.635 10.16 2.515 2.39 0.0522

A1233 6.26 46.84 0.813 10.16 1.102 2.12 0.0417

A1235 6.24 46.86 0.635 10.16 1.834 2.19 0.0442

A1237 6.20 46.84 0.813 7.620 2.118 2.16 0.0744

A1253 6.51 46.90 1.600 5.080 1.283 1.92 0.1250

Nextel is a lightweight ceramic fiber that is woven into a cloth fabric. The distance from the outer
sheet to the target plate is D, as illustrated in Fig. 3.

In the experiments, aluminum spheres with a diameter of 3.175 mm (1/8 in.) and a mass density
pp = 2796 kg/m 3 are fired from a light-gas gun at velocities near 6.5 km/s. The projectile impacts
the outer Nextel she.,', normally, leaving a hole slightly larger than the projectile diameter, and
shatters into fragments. Because the fragments move inside a cloud of expariding radius, the
following sheets have increasingly larger holes. Finally, the fragments impact the backwall, causing
a permanent plastic deformation.

Several parameters were varied in the experiments in order to see how each parameter affects
the backwall deflection. The parameters (projectile velocity and mass, backwall thickness, shield
spacing, permanent deflection, and load radius) of the six experiments are shown in Table 1. Four
experiments were conducted with the shield spacing set at 10.16 cm, and two experiments have
a reduced shield spacing. The yield strength of the backwall material is equal to 344.74 MPa
(Al 2024-T3) and the mass density is p = 2768 kg/m 3 for all experiments, except for A1230,
where the yield strength is 275.79 MPa (Al 6061-T6) and the mass density is p = 2713 kg/m 3 .
Also, the plate thickness takes four different values.

The permanent deflections of the backwalls, which are recorded in Table 1 as IV, were measured
u.sing a precision lathe to a precision of three hundredths of a millimeter. The deflections 11'
represent the centerline deflections of the backwalls.

The backwall in each experiment is tarnished and pitted by the impact. The tarnished area is
nearly identical to the area of the backwall that is permanently deformed. Measurements of the
load diameter were taken by carefully tracing the region of impact onto guideline tracing paper,
where actual diameters could be more accurately determined and measured. Eight different
diameters were measured and averaged for each of the six experiments to obtain the experimental
values of the radius R listed in Table 1.

DEBRIS CLOUD DYNAMICS

In tile range of projectile velocities above 6 km/s, which contains the six velocities of Table 1,
the impact pressure applied by the Nextel sheets on the projectile is sufficiently high to melt
the projectile completely before it impacts the backwall (Christiansen, 1990, 1991). Thus, the
backwall is subjected to the impulse of a cloud of molten fragments. In the following, we consider
only the case of impulsive loading caused by molten fragments.

The impulse on the backwall depends on two opposite effects. First, the rebounding effect dis-
cussed by Gehring (1970) tends to increase the impulse, and second the impacts on the successive
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Fig. 3. Impact of a projectile on a multi-shock shield.

sheets tend to reduce it. Thus, we write as an approximation that the total impulse Ibw on the
backwall is equal to the momentum of the incoming projectile. It follows that

'b. = ,-pUm = 4 rppr3U. (13)

where rn,, Urn, p., and r denote, respectively, the mass, the velocity, the mass density, and the
radius of the projectile.

Next, we assume that the impulse Ibw is equivalent to that of a rectangular load P(t) as in
Fig. 2. It follows that the equivalent maximum load Pm is given by

P. bT (14)
m T

We now recall that Swift el al. (1982) have proposed a theory for the debris expansion. This
theory can be applied to our problem, provided that the four Nextel sheets are replaced by an
equivalent shield. The equivalent shield is made of a single plate; it is located at the place of
the outer Nextel sheet, and its material properties are such that the conical debris expansion is
identical to that produced by the four sheets.

It follows from Swift et al. (1982) that the load duration TL and the load radius R on the backwall
can be written in the form

TLD= U(+ K)VT' R=D ,K (15)

L Um,(1 - K)K

where D is the distance between the equivalent shield and the backwall, and the parameter K
is the ratio of the surface density of the equivalent shield to the surface density of the spherical
projectile. The formulae (15) correspond to the case where the hole radius in the shield is equal
to the projectile radius, and where the kinetic energy expended in the debris expansion is equal
to the total available kinetic energy (Swift et al., 1982, pp. 22-25).

Equation (15) shows that the values of K must satisfy the condition 0 < K < 1. By using (15),
together with the R and D values of Table 1, we have calculated the corresponding value of K for
each of the six experiments. These values are recorded in the last column of Table 1. We observe
here that the value of K increases when the shield spacing D decreases, as indicated by Shots
A1229, A1237, and A1253. We now select from the list of values of K a lower bound K" such
that

SA. (16)

The time TL of (15) is the time necessar:: C e particle at the back of the spherical debris
cloud to travel the length of the sphere diameter, starting at the instant when the first particle
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touches the backwall. The time T of (14) is the duration of the rectangular load in the theoretical
approach of Hopkins and Prager (1954). In order to determine a relation between TL and T, we
write that the impulse of an isosceles triangular load of duration TL and height Pm is equal to
the impulse of a rectangular load of duration T and height Pmn. Then, one finds that

T= TL. (17)
2

The argument that leads to (17) is consistent with the numerical results of Perzyna (1958);
these results show that impact loads of equal impulses on rigid perfectly-plastic plates cause
approximately the same permanent deflections.

BALLISTIC LIMIT EQUATION

Let or be the dynamic yield strength of the backwall material. Then, using c instead of the static
yield strength o0, we can rewrite the dimensionless measure 6 of the permanent deflection and
the dimensionless measure p of the maximum load in the form (see (10) and (6))

6 - pR 2  Pm (18)
3AcohT2W, - 6rAooh2 '(

where a = Aao, and A is a multiplicative factor. The parameters 6 and p can be expressed in
terms of pp, r, Urn, D, K, p, h, IV, 0o-, and A. To see this, it suffices to substitute (13) - (15)
and (17) into Eqns (18). The result is

1 - K pe UW 2(1 - K) ppU2 r 3

3A(l(+K) 2 ao h' 9A(I+K)viK oo Dh 2 " (19)

We have determined the factor A by substituting the experimental values of Table 1 into (19), and
by plotting the corresponding points in a (p, 6) system of axes. For each experiment in Table 1,
and for varying values of A, the points (p, 6) describe a straight line through the origin. If, on the
other hand, a fixed value of A is chosen, then the six points corresponding to the six experiments
of Table I are located on a parabola-like curve. Three such curves (for A = 1.8, 4.5, and 7.0) are
shown in dotted lines in Fig. 4. Also shown in Fig. 4 is a solid line. The solid line is obtained
from Eqn (11) for p > 2, for a value of Poisson's ratio v = 0.3, and for a choice of the parameter
c of (10) such that

c = c" = 3.18. (20)

The value c* is a lower bound for the six experiments of Table 1; it is obtained by taking the
values a = 7.62 cm and R = 2.39 cm of Shot A1230. For the other five experiments, the values of
c are greater than c*. Now, returning to equation (11), one can see that B(c, v) takes the value
1.0 at c = 1.0 and decreases monotonically to zero as c approaches infinity (for fixed values of v).
Thus, the deflection 6 of (11), for fixed values of P and a, decreases as c increases. It follows that
the lower bound c" yields a conservative upper bound for the deflection 6.

Figure 4 shows that the solid line, which represents the theoretical permanent deflection at the
center of the plate, is very close to the dotted line representing the experimental deflection when
A = A* = 4.5. It is also shown in Fig. 4 that the experimental deflections for A = 1.8 and A = 7.0
are not near the theoretical curve. Consequently, in all our subsequent calculations, we choose

o = 4.5oo = A*ao. (21)

The ballistic limit equation can now be obtained from Eqns (19). We begin by rewriting 6 of (19)
in the form

6 - K PU , (22)
3A(1 + K) 2 0
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Fig. 4. Theoretical (solid line) and experimental backwall deflections for
dynamic yield strengths of 1.8o-o(o), 4.50o(*), and 7uo(o).

where Q - W/h is a measure of the deformation of the backwall. This measure is independent of
the width 2a of the backwall. The values of Q1 for the six experiments of Table I are: Q2 = 15.82,
7.921, 2.711, 5.776, 5.210, and 1.604. Based on these results, we choose an upper limit

Q" = 15.82. (23)

Equation (23) can be interpreted as a failure criterion: For values of Q2 less than Q2*, the backwall
has sustained the impact; for values greater than W2*, the backwall has failed.

Substituting W* into (22y, using (21) and the values of Table 1, we find that the values of 6 for
the six experiments are: 6 = 351.55, 394.18, 325.62, 321.16, 290.02, and 275.69. We now select
an upper bound 6* for 6 such that

6* = 395. (24)

Then, we use Eqn (11), together with c = c* as in (20), v = 0.3, and b = 6* as in (24), to deduce
an upper bound j* for p. Assuming that p* is much greater than 2, one infers from (11) that

le = [So,.3) 1 = 50. (25)

The ballistic limit equation follows now from (19), (21), (25), and (16). One has

"ppUm r = 9Ap(1 + K)V(

ao Dh2  2(1 - K)

where the parameters K, A, p, and C take the values

K = 0.04, A = 4.5, p = 50, C = 219.4. (27)

BALLISTIC LIMIT CURVES

We now compare the ballistic limit curves corresponding to (26) to those developed by Christiansen
(1991). The ballistic limit equation of Christiansen (1991) can be written in the form

r = 0.177 2hpD2/ 3 277916 (28)

where r, D, and h are in centimeters, Urn is in km/sec, and a0 is in MPa.
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Fig. 5. Critical projectile radius for backwall thickness 2h = 0.508 mm
and shield spacing D = 10.16 cm (Christiansen: dotted line).
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Fig. 6. Critical projectile radius for backwall thickness 2h = 0.813- mm
and shield spacing D = 7.62 cm (Christiansen: dotted line).

We first select the parameters r and Urn as variables. Using the experimental values for Shots
A1229, A1237, and A1253, we obtain the ballistic limit curves shown in Figs 5-7. The dotted
curves correspond to (28), while the solid curves correspond to (26). The actual experimental
point is also shown in each of the three figures. The region below each curve is the safe region;
the region above each curve is the failure region.

In Fig. 5, the ballistic limit curves are plotted for a backwall thickness 2h = 0.508 mm (0.02
in.) and a shield spacing D = 10.16 cm. Notice that the two curves are very close and the solid
line is more conservative than the dotted one. In Fig. 6, the backwall thickness is 0.813 mm
(0.032 in.) and the shield spacing is 7.62 cm. The curves cross near Urn = 12 km/s. Thus, (28)
is less conservative than (26) at the higher velocities, and it is more conservative than (26) at the
lower velocities. In Fig. 7, the solid line is above the dotted one and predicts that Shot A1253 is
not near failure, which is consistent with the experimental observation. For this case, the backwall
thickness is 1.6 mm (0.063 in.) and the shield spacing is 5.08 cm.

Finally, we plot in Fig. 8 a ballistic limit curve for the backwall half-thickness h versus the
projectile velocity Ur. The projectile radius is 1.588 mm (1/16 in.) and the shield spacing is
10.16 cm. The regions above the lines are the safe regions. The four experimental data points
corresponding to the first four experiments in Table 1 are shown in Fig. 8. All four points lie
above both curves. The solid line predicts that A1229 is very near failure, which is consistent
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Fig. 7. Critical projectile radius for backwall thickness 2h - 1.6 mm
and shield spacing D = 5.08 cm (Christiansen: dotted line).
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Fig. 8. Critical backwall half-thickness for projectile radius r = 1.588
mm and shield spacing D = 10.16 cm: oA1230, +A1233,
xA1235 (Christiansen: dotted line).

with the experimental observation. Figures 5-8 show that the solid lines corresponding to (26)
are consistent with the six experiments of Table 1.

CONCLUSIONS

We have derived a new ballistic limit equation for a thin plate subjected to normal hypervelocity
impact. This equation applies to cases of impulsive impact on a plate that is protected by a
multi-shock shield; it is valid when the projectile velocity is in the range above 6 km/s, and when
the area of the impact zone is much smaller than the area of the plate.

The ballistic equation contains two dimensionless groups (ppU[,/eao and r3 /(Dh 2 )), and the prod-
uct of these groups when the critical conditions of impact are reached must be equal to a constant
C. We have found that the value C = 219.4 gives good agreement with the results of Christiansen
(1991).

To arrive at this ballistic equation, it was necessary to determine the dynamic yield strength of the
plate. This was achieved by comparing the experimental deflections of six aluminum square plates
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supplied by the Ilypervelocity Impact Test Facility of NASA/JSC with the theoretical deflections
of a rigid perfectly-plastic plate subjected to a blast load.

In the course of this work, we have replaced the multi-shock shield by a single equivalent shield, and
we have applied the debris-expansion theory of Swift et al. (1982) to the equivalent configuration.
We have selected a failure criterion that places an upper bound on the ratio of the plate deflection
to the plate thickness.

Taking into account the rebounding effect and the loss of energy as the projectile moves across
the multi-shock shield, we have assumed that the impulse on the plate is equal to the momentum
of the projectile. For simplicity, it was also assumed that the load transferred to the plate by the
impacting cloud is uniformly distributed.

In future attempts to derive ballistic limit equations, particular attention should be given to the
dynamics of the debris cloud expansion. This is a complicated issue, especially when the cloud
moves across a multi-shock shield, but it must be examined carefully because recent experimental
evidence (Piekutowski, 1990) has shown that debris-cloud fragments are not uniformly distributed
on the surface of an expanding sphere. Further, the dynamics of debris-cloud expAnsion for oblique
incidence should also be investigated, because impacts of space debris and meteoroids are expected
to occur under all angles of incidence, not only under normal incidence.
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ABSTRACT
A case history in debris characterization is presented for oblique impacts of chunky tungsten projectiles
against thin plates. The integrated approach of scaled experiments and hydrocode simulations led to a
semi-analytic model of behind the plate debris fragment distributions. This debris distribution model
agreed quite well with the experimental fragment distributions derived from witness plate measurements.
The 1/4 scale test program included three projectile masses, two target geometries (single and dual
plates), a velocity range of 4-7 km/s and a strike angle range of 15-55 degrees. Close correlation of
measured and predicted fragment distributions encouraged the extension of the model to higher velocities
not currently obtainable in the laboratory.

The paper also includes discussions of critical features of debris in oblique hypervelocity impact, the
scalability of fragment data, and the utilization of the derived fragment models in semi-analytic damage
assessment codes.

I INTRODUCTION

Hypervelocity impacts of even very small projectiles on space structures generate energetic debris that
can inflict serious damage on internal components. Lethality and survivability considerations as well as
space debris concerns thus require a quantitative debris characterization. The present paper focuses on a
subset of the parameter space of interest: Dense tungsten chunky projectiles (cylinders, Lid = 1)
impacting thin (t/d<l) dual-plate aluminum targets at V=4-12 km/s and low strike angles (20o-55') (An
earlier paper reported related work on impacts on thin walled cylinders [1]).

Early debris models concentrated on normal impacts of like materials. The ensuing model of a spherical
debris shell assumes that target and projectile fragments are distributed uniformly in this thin layer. For
the impact configurations under study, however, the debris structure is complex and multiple
fragmentation mechanisms coexist. Hence this idealized model is not appropriate.

The present debris characterization effort is not geared toward developing a theoretical debris model with
some free parameters. Instead a more empirical but quantitative route was chosen to obtain a simple
model quickly and to validate it by experiments. To this end a coordinated experimental/hydrocode-
simulation study was initiated.

The paper first summarizes the experimental test program and the related data reduction effort, then the
hydrocode simulation results, and finally the modeling process. The paper is significant because it
addresses the following:

The use of thin witness plates to characterize individual debris particle sizes down to a
few tenths of a mm in diameter and their radial distribution.

47
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"* The variation of the debris size and radial distribution with projectile mass, impact
velocity, and impact obliquity.

"* The development of a cumulative mass distribution function based on the Grady
formalism.

* The extension of the debris distribution model to higher impact velocities ba•ed on
hydrocode analyses.

* Discussions on the determination of debris distribution for the full scale case based
upon 1/4 scale test results.

11 EXPERIMENTAL PROGRAM

Hypervelocity impact tests were conducted in the Impact Physics Laboratory at the University of Dayton
Research Institute using the 50/20 mm, two stage, light-gas gun [2]. Quarter scale tungsten fragments,
weighing 5/64, 10/64 and 20/64 gram, were launched against a simple, dual wall target backed by a thin
witness plate. The fragments used in these tests were right-circular cylinders, Lid = 1, which were
fabricated from Teledyne Firth Sterling tungsten alloy X-21C, which is a 93% tungsten alloy having a
density of 17.5 g/cc. The dual target plates and the witness plate were fabricated from 5052-H32
aluminum.

A schematic of the target setup is presented in Fig. 1. The dual target plates were 4 inches by 6 inches
in lateral dimensions. Each of the dual plates were 0.030 inches thick and the two plates were separated
by a distance of 0.060 inches. The rear witness plate was also 0.030 inches thick. For the first three
tests, the witness plate was set at the same angle as the target plate. For all subsequent tests, the
witness plate was set at 90 degrees to the shotline to facilitate data reduction. For this series of tests, the
impact velocities varied from 4 to 7 km/s, with 7 km/s being the highest obtainable in the gun facility.
The strike angles varied from 15 to 55 degrees (which correspond to obliquity angles of 75 and 35
degrees, respectively.)

- Pairs Ot"hogona! 180 kV
:;ear Ot X-Rav Hteads

arget x X
;:ha'meri 3 Sheets/ ~~Celotex Vn,Calm'", s 4~s,,"'

ý45-ShownlI

Rear Target F- taret .
12 X 12 14 X.

L..R~fl L ShouMe
S'L I. X-Rays

2

AA Ok1twswsin tincre

Fig. 1. Schematic of the target setup. Fig. 2. Negative print of the hole pattern

As noted in Fig. 1, four pairs of orthogonal x-rays were used behind the dual plate target to obtain a good
history of the debris velocity. Holes in the witness plate were used to obtain an estimate of the
individual debris particle masses impacting the plate. Debris catchers, consisting of Armstrong ceiling
panel material, were placed behind the witness plate. Catcher material was also employed to catch any
fragment material which ricocheted off the front target plate.

The objective of these tests was to obtain sufficient data to allow the characterization of the residual
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debris mass, velocity, and angular distribution as a function of initial fragment mass, impact velocity,
and strike angle. A complete list of tests conducted is given in Table 1. All but two of the tests featured
the double layer target plate. In the remaining two tests, a single plate of twice the thickness (0.060
inches) was used. These thicker plate tests were conducted to see if the debris from this type of target
resembled that of the dual wall target. It should be noted that very few problems were encountered during
the test program until efforts were made to obtain impact velocities of 7 km/s. Despite a number of
difficulties, several good data tests were obtained at this velocity.

Table 1. Test matrix.

FRONT TARGET RESIDUAL VEL.
SHOT PROJ. IMPACT STRIKE 30 MIL 0 I MAX MIN COMMENTS

NO. MASS VEL ANGLE DUAL SINGLE (kin/s) (km/s)
(g) (0) LAYER LAYER

-119 5/64 6.06 4. 5_70 4_0_
4-1199 10/64 6.02 45 X 5.61 5.01

-120 20164 6.06 45 X 5.74 _ _ __

4-1201 10/64 6.02 50 X 5.64 5.25__
4-1202 10/64 6.07 30 _ 5.37_4.16
4-1203 10/64 6.05 -0 X 478 3.42
-10 5/64 6.05 20 X LARGE DEVIATION

FROM SHOTLINE
4-T105 10/64 5.95 15 X EFFECTIVELY NO

RESIDUAL DEBRIS
4-1206 10/64 6.01 45 X 5.52 4.52
4-20 0/4 6.01 20 T 4.9 4.1
r=20 10/64 -- 5 ---.. HIGH VELOCITY -

______O-/97 __T5_ ___T__SABOTFAILED

4-1209 10/64 6.85 45 X 6.Z7 57.79r

T -10 10/64 .T10 45 X=3.67 3.08_
W r_-1 W0/64 4= 20 X 3.04 2. _ _

,-T- 5/64 7.02 45 7 6.26 -5.M
4-1213 10/64 7.05 120 X -_ IIT SABOT S TRIPPEF

-12 T7 10/64 6.99 20 - .... IIT SABOT STRIPPE-
4-1215 10/64 .W9 20 X 5.39 1 4.1

An extensive effort was conducted to determine the mass of the residual particles for each test. After
considering a number of other approaches, the approach chosen for this program was to calculate the
mass of individual particles based upon the area of the holes created by each particle in the witness plate.
Two other techniques which have been used previously include the use of a semi-infinite witness block
and the use of debris catchers. With a witness block, the particles create craters upon impact. The
volumes of these craters are then measured and correlated with the mass which caused the crater. It was
felt that the crater formed by the very small particles would be so small as to greatly complicate the
measurement of crater volume and that the measurement accuracies would not be sufficient. Likewise,
the particles would be too small to be found in the debris catcher.

Because of the large number of holes in each witness plate (usually in excess of 200 holes were found),
a special technique had to be developed for measuring the sizes of the holes. In this technique,
photographic paper was placed behind the plate and a camera lamp was flashed. The resulting
"photograph" was a negative print of the holes in the plate. The print corresponding to Test 4-1203 is
presented in Figure 2. This negative photograph was scanned into a Macintosh computer and transferred
into IMAGE version 1.22, written by the National Institute of Health, and scaled appropriately. By
counting the number of pixels contained in each hole, the IMAGE program was able to calculate the hole
area. Several corrections were made to the hole areas to account for pixel resolution errors and
photographic blur.

In a parallel effort, an algorithm was developed which correlated the area of the hole in the plate with the
mass of the debris particle which caused the hole. This algorithm development was necessitated because
of the very small masses and hole sizes involved in this effort. The algorithm took the form:
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D =1 + (1.5v 3 -e-3 1d) (2.1)d

where: D = Hole Diameter (cm) v = Impact Velocity of Fragment (km/s)
d = Fragment Diameter (cm) t = Plate Thickness (cm)

and M = pl d 3

6
where: M = Fragment Mass p = Fragment Density

This algorithm was then applied to the tabulated hole data to determine the residual debris mass for each
test. For each test in which sufficient hole data was available to obtain good residual mass distribution
data, the masses were calculated and tabulated. Figu-cs 3 and 4 display plots of typical residual debris
mass distributions generated in this fashion. It should be noted that the data trends appear very much as
expected, lending credibility to the data. The effort to use this data to develop analytical models of
residual debris mass distribution is discussed in a later section.

3&;3

___________STRIKE ANGLE

INITIAL MASS 
MIE AN5deg
A * 3odog

200 10/64 0 AA A a 20 deg

i ,oo 4 \ ____ ___

Fig .AA 5* M m-(g) j 64

Fig. 3. Residual mass distribution for Fig. 4. Residual mass distribution for
different size projectiles. various strike angles.

Table 2. Measured residual mass and residual velocity data.

SHOT NO. PROJ. IMPACT STRIKE RESIDUAL VELOCITY RESIDUAL
MASS VELOCITY ANGLE (0) MASS

(g) (KM/S) MIN (knmls) MAX (km/s) (MR/MO)
4-1198 5/64 6.06 45 4.60 5.20 0.48
4-1199 10/64 6.02 45 5.01 5.61 0.80
4-1201 10/64 6.02 50 5.25 5.64 0.67
4-1202 10/64 6.07 30 4.16 5.37 0.56
4-1203 10/64 6.05 20 3.42 4.78 0.23
4-1204 5/64 6.05 20 - 4.3 0.09
4-1205 10/64 5.95 15 - 0.00
4-1210 10/64 4.10 45 3.08 3.67 0.71
4-1211 10/64 4.08 20 2.41 3.04 0.18
4-1212 5/64 7.02 45 5.65 6.26 0.21
4-1215 10/64 6.89 20 4.18 5.39 0.23

For each test with good mass data, the masses of the all debris particles were summed and the resulting
total residual debris mass, MR, was obtained. This total residual mass data is presented in Table 2.
Also included in this table is the range of residual velocity data obtained for each debris cloud as measured
with the orthogonal x-ray.
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III HYDROCODE SIMULATIONS

The primary objectives of hydrocode simulation were to extend experimental data to higher impact
velocities and to complement experimental debris characterization with high resolution fragmentation
maps. They were also utilized to provide pre-test predictions of test instrumentation and to quantify
mass, momentum, kinetic energy and spread angle of residual projectile debris behind the target entry
walls. 3-D HULL simulation results provided useful data for the development of an internal fragment
distribution model which is a critical input to system level damage computations.

Utilization of hydrocodes to obtain fragmentation statistics is a formidable challenge. Uncertainties in
fragmentation criteria and numerical difficulties with subgrid fragment advection prevent a direct
hydrocode output of fragment distributions as discussed in Trucano and McGlaun [3]. In the current
effort we utilize a hybrid approach (similar to that in [3]) to obtain the fragment distributions: First
obtain continuum ficscription of the early time debris (i.e. velocity, strain rate etc.) from hydrocodes,
then post process -nslate the debris fields into discrete fragment statistics with the help of continuum
fragmentation formula as discussed in Section IV. In the current simulations a rather fine mesh is used
to obtain high resolution maps of the debris initiation. There are five cells across the plate thickness
(dx = 0.015 cm), allowing us to resolve tungsten fragments larger than 60 micrograms. Fragments with
smaller mass thus are obtained only with the help of the continuum fragmentation formula.

t =OpJS t = llS t =2ýLs

t= 3ps t= 4ps t= 5us

Fig. 5. 3-D HULL simulation of 6 km/s, 550 impact of a WIO (L/D = 1) cylinder
impacting a double walled target: density maps of a slice on the impact symmetry.

Representative simulation maps for a 10/64g fragment impacting at 6 km/s, 550 are given in Figure 5.
They illustrate the essential features of oblique impacts of dense projectiles against double layers of
aluminum. At moderate obliquities, as shown in Figure 5, the tungsten projectile debris retains much of
its initial momentum. At high obliquities (low strike angles) there is more extensive projectile
fragmentation. Due to substantial erosion of the projectile the residual debris has lost most of its kinetic
energy. At these large obliquity angles and high velocities the debris characteristics are relatively
independent of the impact velocity. Further insights gained by hydrocode simulations could be listed as:

I. The projectile and the target debris have distinct spatial characteristics. They are not distributed
uniformly in a thin surface layer of quasispherical bubble. Hence standard models based on these
assumptions (such as the Swift, Bamford & Chen model [41) are not applicable for this case.
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2. For this projectile/target combination residual fragments subtend a rather small cone angle.
This feature clearly enhances the debris damage potential.

3 Two main fragmentation mechanisms are observed; i) Multiple spalling near the edges and ii)
Slow stretching fragmentation at the center. This might lead to two fragment distribution
functions with different characteristics as anticipated by the Grady fragmentation formalism 15,6j
as discussed in Section IV.

4. The axis of the debris cloud deviates from the original shotline toward the target surface normal.
This deviation grows witn increasing obliquity.

From x-ray observations it is difficult to define a unique debris spread angle and a unique representative
residual velocity. This multi-valuiedness demands extra caution in the interpretation of experimental
results and in the comparison of data with hydrocode simulations. Quantitative results extracted from the
hydrocode results are given in Table 3. The major conclusions one can draw are;

There is a drastic decrease in residual momentum below a strike angle of 200. This is confirmed
by the typical contact prints from experimental data for 6 km/s impacts.

ii. Effective debris half cone angles are small. This is likely due to large density differential
between the projectile and target material and the high ductility of the projectile material.

Table. 3. 3-D HULL estimates of residual projectile mass, momentum, and kinetic energy
behind the double entry wall.

Half Cone Deflection

Projectile m/mo mU/mo Uo E/E0  Angle Angle

m (g) V (km/s)

Moderate Obliquity

10 6 55 0.88 0.81 0.74 8.8 1.5

10 8 50 0.96 0.79 0.65 7.5 0.7
10 4 45 0.88 0.74 0.64 8.1 0.9

10 10 40 0.92 0.72 0.56 9.4 1.2

High Obliquity
10 6 20 0.52 0.28 0.16 4.0 10.3

10 12 20 0.51 0.26 0.15 5.8 9.5

10 12 30 0.69 0.54 0.40 6.9 5.7

Smaller Mass
5 6 45 0.72 0.57 0.46 3.5 3.4

Hydrocode results agreed well with experimental data when available. The residual velocities showed an
excellent match. Other features of the debris are also well captured in hydrocode maps. Thus hydrocode
results along with x-ray pictures and witness plate hole size data constituted a base for the development
of an internal fragment model. Details of this model are given in the following section.

IV DEVELOPMENT OF THE BEHIND-THE-TARGET DEBRIS MODEL

The objective of the modeling effort wzs to d- elop models for use in the KNAPP code which were
capable of predicting damage to internal components. The KNAPP code was originally developed by
Kaman Sciences for the LTH-5 Space Based KEW community under contract to the Air Force Armament
Laboratory. It is an empirically based code consisting of (a) the GIFT combinatorial geometry and ray
tracing package, (b) models which describe the breakup of the original projectile upon impact of the outer
target wall and the breakup of the resulting particles upon impact of succeeding layers. (c) a series or
penetration algorithms, and (d) the bookkeeping required to keep track of all of the particles and the
damage which they cause. The current version of the KNAPP code was developed for application to very
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different target and projectile combinations from those in this study. Hence. new algorithms were
required for residual mass debris distribution, residual debris velocity distribution, and residual debris
spread angle.

Residual Mass Algorithm

Impact obliquity (at these high angles) is the dominant factor in determining the mass loss mechanisms
of the projectile. In the tests, the residual projectile mass was determined indirectly from witness plate
data subject to several uncertainties as explained in Section II. Nevertheless the data given in Table 1
provided a clear trend for the velocity range of 4-7 km/s and indeed it could be fitted by a regression form
independent of impact velocity as shown in Figure 6.

M =R 0.16 (4.1)

M. (sin Of'
where: mR is the total residual debris mass

m. is the original fragment mass prior to impact
0 is the strike angle

The hydrocode results obtained for a larger velocity range also supported the trend observed. Thus a
decision was made to use Equation 4.1 to model residual debris mass in the KNAPP code for all impact
velocities studied and not to investigate further refinements.

Residual Velocity Algorithm

Based on the hydrocode studies conducted for a wide range of cas. (see Table 3), an average residual
velocity algorithm was developed. This model is given by the relationship

VR 0.07 (4.2)

Vo (sin0)15
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Based only on a best fit to hydrocode results, this model is completely empirical in nature. An effort was
made to check this model against the residual velocity data obtained during the tests. Figure 7 presents a
plot of predictions based upon Equation (4.2) with the minimum and maximum residual velocity data
given in Table I for 10/64 gram fragments impacting at velocities from 4 to 7 km/s. Again, the
correlation of model with data is quite good. Note that neither model nor data show any significant
dependence on initial impact velocity. Thus, it was decided to use this model for all impact velocities in
this study.

Residual Debris Spray Angle

Results from the tests and the hydrocode studies were examined to determine the spray angle for the
debris coming off the back of the double layer target. The measurzd spread angles were very small for all
cases, with only a slight variation with impact velocity noted. For this modeling effort, it was decided
to treat the spray angles as independent of impact velocity and strike angle. Errors caused by this
assumption should be small. The values chosen are as follow:

Fragment Mass Half Cone Angle
10/64 grams 40

5/64 grams 2.50

Figure 8 presents typical witness plate hole data and circles which represent various debris half cone
angles. For this case (Test 1201), each of the twenty largest debris particles and 78% of all debris mass
impacted within the 4' degree half cone angle. These values are smaller than the hydrocode results given
in Table 3. However the hydrocode results did include the outlying fragments.

TEST 1203
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Fig. 8. Comparison of residual Fig. 9. A sample bi-exponential fit
debris hole data from shot to fragment mass data.
4-1201 with various half
cone angles.
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Fragment Mass Distribution

The breakup of a fragment upon impact on a plate at velocities above 4 km/s is an area of intense
interest today in the hypervelocity impact community. Modeling efforts based upon the mechanics of
the impact event have only recently been started. Some of the most notable work today is being
conducted by Grady of the Sandia Laboratory. His work, highlighted in [51, was used as the basis for
much of the modeling effort discussed herein.

In Grady and Kipp's work [6], it was found that exponential cumulative mass distribution functions are
efficient tools of debris characterization. A distribution due to a single uniform fragmentation
mechanism can be given by

N(m) = N. exp(-rn/ m.) (4.3)

where N(m)) is the number of fragments with mass larger than m, ma is the average fragment mass, No
is the total number of fragments and NO x ma = mO is the total fragmenting mass. In order to estimate
the average mass, ma, one can utilize a Grady type energy balance formula [5].

m. = f(K 1,/pCo)

where: Kk is the critical dynamic fracture toughness parameter
p is the projectile density

C is the speed of sound in the projectile material
e0  is the strain rate in the material at failure

For our case of a chunky tungsten fragment impacting a thin plate, the following functional form was
assumed for this relationship.

d. = (aK,, / PCoY)2 / 3  (4.4)

where: p = 17g/cm 3  a = (20)1/2

C = 4 km/s

The actual value of Kic is not easy to obtain. It is known to be a function of the strain rate but the
relationship is not well characterized.

Grady and Kipp has also determined that for a given impact, the debris particles may fall into several size
ranges, depending upon the dominant breakup mechanisms. In his model, each range of debris masses
can be represented by an exponential distribution. For our case, all experimental data could be curve-
fitted by bi-exponential distributions as shown in Figure 9. Hence it was assumed that the overall debris
mass could be described by a double exponential distribution. The resulting model took the form

N(m) = N, exp(-m/ m,) + N., exp(-m/m,) (4.5)

where: N(m) = Number of fragments with mass larger than m

m, = Approximate average of larger fragments

m, = Approximate average of smaller fragments

N, + N, = Number of fragments in each category

N, = Total number of fragments = N1 + N,

m, = 3 %o (as indicated by data)

N^mt = Nm, (as indicated by data)
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In order to reduce the number of free parameters a specific partition of small and large particles needed to
be assumed. The particular assumption given below was based on an examination of all data sets. A
similar partition for tungsten fragments were also observed in [7]. Hence:

N- = N,/6 N, = mR/ma

N, = (5/6) x N, mR = residual mass

M, = 0.6 m, M. = average-mass

In the application of this model to the present case, a number of the values had to be obtained from the

residual mass data discussed earlier in this section. Once these values were known, the exact models were
formulated.

Average Fragment Mass

The average fragment mass needed to solve Equation (4.5) must be obtained by substituting proper
values of the fracture toughness strength and the average strain rate during breakup into Equation (4.4).
The first debris data analyzed in detail was that obtained for Shot 4-1199. This was the case of a 10/64
gram fragment impacting at a velocity of 6 km/s and a strike angle of 45 degrees. A hydrocode run for
this case found an average value for strain rate of 1.52 x 105/s. For this case, the fracture toughness for
the tungsten material was assigned to have the value

KC = 20(MPa M11 2)

As stated earlier, this value is only approximate and considering the uncertainty due to strain rate effects,
it is not too far from the reported value of (5-11) MPa m1/2 in [71.

With these two values determined, Equation (4.4) was solved for the average diameter of a debris particle
For the tungsten material used in this program this results in an average fragment mass, ma, value for
Shot 4-1199 of

ma = 4x10-4g

Based upon various strain rate trends obtained from empirical hydrocode runs of many of the other tests, a
general relationship for average fragment mass was developed. This relationship is as follows:

ma [1.15- 0.075 JX[7o7_o.3(6)2]X[ M.]x4xlog (4.6)

It should be noted that this simple relationship reduces to the value given above for Shot 4-1199.
Formula (4.6) reflects the expected trends: average mass decreases with higher impact velocities (larger
t), higher obliquities (more erosion), and smaller mass (more shock wave effects).

Quarter Scale Fragment Mass Distribution

Equations (4.5) and (4.6) can now be substituted into Equation (4.7) to obtain the debris mass
distribution for any of the cases tested. The data for most of the tests given in Table I were plotted on
semi-log graphs to better display the mass distribution. These plots are presented in Figure 10

Full Scale Fragment Mass Distribution

Equations (4.4) thru (4.6) were developed for modeling the quarter scale fragment impact cases of interest
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in this program. Since the models are somewhat empirical in nature, further thought was needed to
determine how to use these relationships to predict full scale debris distributions. As stated earlier, all
quarter scale projectiles and targets were replica scaled models of the full scale versions. Thus, the
overall debris cloud characteristics would be expected to scale accordingly. However the strain rate effects
preclude exact geometric scaling in full scale since the strain rate is only one fourth of that for the quarter
scale (• = dV/dx). Hence by the average mass formula (4.4)

m~d. - /t)2 (4.7)

The average mass in full-scale would be 16 times larger if KIc were to be independent of the strain rate.
However, KIc increases strongly with strain rates, especially at high strain rates t of 105 - 106. Thus an
eight-fold increase in average mass could be a more realistic expectation for full scale impacts. With this
assumption and noting also that the full scale projectile mass is 64 times larger, one can also deduce that
there will be 8 times as many fragments in the full-scale case compared to the quarter scale.

CONCLUSIONS

The simple models given in Section IV leave out several second order effects. Nevertheless the model is
validated by the agreement shown in Figure 10. It is valid for the intended parameter space and provides
a very useful condensed representation of the data and supporting hydrocode results. The model coupled
with KNAPP shotline analysis provides a first order design feedback. The simulations yielded extensive
detail about the early debris evolution. We extrapolated a fragment model using an average projectile
strain rate. Of course this methodology could be improved by incorporating local strain rate
heterogeneities.

The current effort was able to coordinate experimental and hydrocode analysis tightly and hence illustrate
the efficiency of a hybrid approach. As data from similar studies accumulate (e.g. [7]) they would serve
as input to a more comprehensive theoretical debris analysis framework.
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IMPACT DAMAGE AND OPTICAL SCATTER
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ABSTRACT

Much recent data from the Long Duration Exposure Facility (LDEF) have confirmed that for multiyear
periods in LEO many satellite surfaces (especially the RAM) will be subjected to significant
bombardment by small particles in the I to 100 micron size domain. These particles are both
micrometeoroids and man-made debris. Of interest is the consequential effects on precision surfaces such
as high-resolution optics. The damage produced does not necessarily seriously downgrade the reflectivity
(for mirrors) or transmissivity (for lenses), but can significantly worsen optical scatter. Since many
optics are not simple metal mirrors, for which the major response is near-hemispherical cratering, but
frequently comprise brittle dielectrics (including multilayer coatings) which suffer conchoidal cratering,
star cracking and interlayer differential delamination, the correlation between the induced mechanical
damage and the resulting optical scatter is complex. An approach is given which attempts to analytically
predict the material damage modes for various impact conditions, and also correlate this damage with
optical scatter.

INTRODUCTION

With man's ever increasing activity in space an issue has arisen concerning the problem of impacts on
space assets due to either the naturally occurring micrometeoroids or man-made debris. Both species
of particles cover a large range of sizes, from sub-micron to many centimeters, and for each species the
relative number of particles rapidly increases with decreasing particle size. The micrometeoroids
approach the earth from all directions with a mean collision speed of about 20 km/s (ranging from a
low of a few km/s to a high of about 79 kmls). These particles undergo a one-shot pass of the earth,
since they are in orbit around the sun. The mean density of micrometeoroids is about 0.5 g/cm3 ,
although there is a small component of higher density asteroidal matter (8.0 g/cm3). The man-made
debris is assumed to be mostly in pseudo-circular orbits about the earth, with a mean collision speed of
about 10 km/s (range from about zero for similar orbits to almost 16 km/s for counter orbits). The debris
is primarily aluminum, but also comprises alumina (fuel pellets) and high density remnants of damaged
satellites, rocket boosters, sundry bolts and lens caps, etc.. Full details of the micrometeoroid and debris
models are given in Cour-Palais (1969) and Kessler (1988), respectively.

Historically much emphasis has been given to the problem of catastrophic collisions due to the larger
particles (> 1.0 cm diameter) with satellites. However, these large particles constitute a relatively low
flux (potential hits per m2 per unit time), and much of the analysis is concentrated on the Poissonian
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probability of impacts occurring on a given body. More recently attention is being devoted to the
problems associated with the much higher flux of the small particles (especially in the I to 100 micron
range). These latter can cause surface erosions of critical components such as optical surfaces.

This paper addresses the issue of surface erosion of optical components, and considers the nature of the
impact damage and the first-order estimates of induced optical scatter. The studies are of interest to the
hypervelocity impact community since they involve the problems of fragmentation, cratering and
cracking logic, in addition to the estimates of optical scatter.

In order to assess impact damage we have incorporated the existing micrometeoroid and debris models
into a computer program called SPENV. This code allows predictions of the expected impact fluences
(hits per area) as functions of: satellite time on orbit, orbital inclination, altitude and the direction of a
given surface of the satellite relative to the velocity vector (e.g. RAM, SPACE, EARTH, SIDES and
TRAIL). The code has been benchmarked versus the recent LDEF data, giving agreement to better than
a factor of three. LDEF was at an altitude of 475 kin, with inclination of 28.5 degrees, and flew for 5.75
years. A large amount of impact data is steadily being gleaned from this experiment including cratering,
perforations, and delaminations and star-cracking in brittle materials.

In order to more accurately determine the responses for altitudes near and above 1000 kin, it is necessary
to modify the Kessler model fcr orbital debris. This modification has been incorporated into the SPENV
computer program using the ratio of US Space Command data versus the normal Kessler model. The
underlying assumption for this modification is that the small debris distribution tends to follow that of
the larger (> 10 cm), trackable, debris. This assumption has been borne out by the LDEF data at 500
kin, and is assumed for the higher altitudes.

FRAGMENTATION

When bodies undergo hypervelocity impacts it is experimentally observed that the fragments usually
display a power-law (i.e. fractal) distribution for the remnants of the form:

N(>m) = aX(M/m)o (1)

where N is the cumulative number of fragments of mass m or greater, M is the original total mass, and
oa and P3 are constant coefficients. Typically, the experimental value of j0 is about 0.75. Assuming
constant density and spherical particles the distribution becomes:

N(>d) = ax(D/d)3• (2)

where D is the initial body diameter, and d is the fragment diameter. Thus 3P = 2.25. This value is
very close to the suggested index value of 2.5 used in the Kessler debris model to describe the small (<1
cm) particle distribution.

Assuming the power law applies from the largest remnant to very small ones, then in order to conserve
total mass we require:

(1/oa) (/(l-J 3))P which implies m(l) = M (1/a)"' (3)

Thus for 3= 0.75 we have oa = 0.4387 and m(l) = 0.3334 M (or d(l) = 0.693 D) for the largest
remaining fragment. To fit the Kessler model (i.e. 3P3 = 2.5) we require (a = 0.2615, and m(l) = 0.2
M (or d(l) = 0.585 D). It should be noted that the Kessler model is primarily based on an interpolation
between small particle (< 10 micron) perforations observed on satellites (including Solar Max) and the
radar-observable larger particles (> 5 cm), although the LDEF data is presently in agreement with the
model to within the accuracies of interpretation. This fact suggests that a significant portion of the small
particle population is itself caused by continual collisional fragmentation.

-- ,, mmmmm mmmllm mmmm • m • mmm •mmm • =Maim
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CRATERING DATA AND LOGIC

A large portion of the data from LDEF consists of impact craters, especially in the aluminum structure.
The particle flux models describe numbers of particles, however. To relate the two it is necessary to
invoke a scaling law for cratering. To date the SPENV code has invoked the simplest of the scaling
laws, namely the "energy law", which predicts:

d, = const (p~p,) "/ uZ'dP (4)

where d, is the crater diameter, dp is the particle diameter, p refers to the density of particle or target,
and u is the impact speed normal to the target surface, while the constant is a normalizer based on
experimental impact data of aluminum into aluminum. To date this simple law gives a reasonable fit
to the LDEF data in collaboration with the existing micrometeoroid and debris models.

Most other scaling laws (e.g. those by Cour-Palais (1969), McDonnell and Sullivan (1984,1991), etc) are
similar to the one above, but frequently differ in the values of the power indices. Changes in the latter
will merely linearly shift the "crater count" versus the "particle count" when drawn in the form of
cumulative hits per area against size of crater or particle. Since all the scaling laws invoke low indices
(< 1) for sensitivities versus density and/or impact speed, the corresponding shifts in the predictions are
within the uncertainties of the LDEF data. Supralinearity has been experimentally observed, such that
the crater size increases more rapidly than the particle size, all other factors remaining constant. The
most widely used superlinear term is in the form of dpL'° in place of the simple dp term. Use of this
term will produce a "skew" to the data, but for such a small non-unity index the shift is well within the
uncertainties of the LDEF interpretation.

Another uncertainty is the use of the "cosine rule", which is generally assumed, and which relates
cratering only to the component of impact velocity normal to the target surface. For the lower impact
speeds the material response is dependent on momentum and thus obeys the cosine rule, at least partially.
For the higher impact speeds the response is dependent on energy, and it is by no means clear that the
cosine rule applies (surface "explosions" do not depend on direction of arrival). Interestingly, although
the particle flux models imply very infrequent normal impacts, the majority of LDEF craters are very
close to hemispheres (likewise most of the craters on the moon are also closely hemispherical!). The
effect of modifying the cosine rule will also produce a shift in the LDEF interpretation. However, we
have not yet investigated this effect.

Fractional Area Damage

To estimate the degree of areal damage we need to know the impact fluences. Figures 1 through 4 give
predictions of cumulative impacts per area of surface versus particle size and crater size, for an altitude
of 1000 km, orbit inclination of 60 degrees and two satellite surface orientations of RAM and EARTH.
The assumed period in orbit is 6 years starting in 1996. To estimate the fractional damage areas we first
differentiate the cumulative impact-versus-size function, multiply the function by the corresponding areas
of the damage regions (e.g. craters), and then reintegrate.

For example, if the cumulative number (CN) = A / D' hits per area for particles greater than diameter
D, with A a constant, and n the power index, then it can be shown that the corresponding fractional area
damage is given by:

Fractional area = (n / 4) x k' x (n /(n-2)) x A / D"2  (5)

where k is the ratio of the crater diameter to the impactor diameter. For the case of small debris (less
than 1 cm), n has the value of 2.5 for debris. The above equation can then be rewritten:

Fractional area = (n / 4) x k 2 x 5 x CN0,) x D.,,2 (6)
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The value depends on D,, since n is greater than 2. To consider a specific case, we calculate the
fractional area of erosion for the RAM surface for the case of an altitude of 1000 km, and inclination
of 60 degrees. For this case k = 7.0. Assuming that craters of size down to about 1 micron are
important (this is comparable to operating wavelengths, and the thicknesses of quarter-wave dielectric
optical layers), we obtain:

Fractional area = 7.3 x 10' , i.e. about 0.1 percent.

This is a significant amount of erosion, and can be expected to produce significant optical scatter, as
discussed below. Note, however, that the LDEF data has indicated that the Kessler model is tending to
over-predict the debris population at the smaller sizes. Consequently, the above estimate is probably too
large, by perhaps a factor of three (the error would be much larger if an attempt was made to include
sub-micron debris particles). However, the above calculation is only for man-made debris, and the
micrometeoroids will also contribute, though to a smaller degree. LDEF itself indicated areal erosions
of less than 1 percent for pure cratering, on the thermal control materials facing into the RAM.
However, if the damage zone includes other related effects (spalling of paint coats, radial star cracking)
then the fractional area affected increases rapidly since these effects increase the value of the k term.

OPTICAL SCATTER FOR CRATERS

The computations of the cumulative hit rate (per square meter) show the impact fluence versus impactor
diameters for differing spacecraft surface orientations. These data are augmented with information versus
crater sizes. From the latter it is possible to establish first-order estimates of increases in optical scatter.
This is done by determining the equivalent "contamination level" as defined in MIL-STD 1246A. Young
(1976) has already performed both experiments and computations (using Mie theory) to derive increases
in the Bidirectional Reflection Distribution Function (BRDF, per steradian) as functions of contamination
levels for small particles on mirror surfaces. Thus by finding the "equivalent" conditions (assuming
craters scatter in a similar manner to spheres on a mirror) it is possible to derive the BRDF as functions
of wavelength and cratering for any chosen spacecraft surface.

Figure 5 illustrates the MIL-STD 1246A data plotted on the same scales as used for the cumulative
impacts (per area) versus crater sizes. Note that each "level" plot curves over as the size decreases
(rather like the behavior for micrometeoroids), and that this tendency to asymptote is most obvious for
the lower "levels". For reference, note that the meaning of "level" is that the distribution is one for
which there is one particle per square foot of surface area (equal to 10.76 per mi) of size "level" microns
diameter (e.g. "200" means there is one particle/ft2 of diameter 200 microns). The data from Fig. 5 is
compared to each of the impact-versus-crater plots, and a mean estimate of equivalent contaminant level
is obtained. Clearly, since the two groups of data do not have the same power index, there is no unique
solution. However, optical scatter will be dominated by the larger craters, and so the "best" definition
of equivalent "level" is found by matching the data at the larger sizes.

As an example, consider the data for the RAM with altitude 1000 km and inclination of 60 degrees. The
predictions for debris give about 10.76 impacts/mi for craters of diameter about 0.100 cm (1000
microns), while for micrometeoroids the corresponding size is about 0.06 cm (600 microns). Thus the
equivalent MIL-STD levels are about "1000" and "600" for the two particle species. However, the
predictions for cratering "slew" across the MIL-STD plots, such that for craters of size 10 microns the
corresponding "levels" are about "400" and "100" respectively. Reference to the work of Young, allows
BRDF values (near zero degrees off specular) to be estimated. For a working wavelength of 5 microns
these are:

For debris BRDF = 10.0 ("level" 1000) to 0.10 ("level" 400)
For meteoroids BRDF = 0.78 ("level" 600) to 1.0 x 10' ("level" 100)

For the EARTH direction, however, the corresponding crater size is about 250 microns (level "250") with
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a slew to level "50" for 10 micron craters, and applies only to micrometeoroids (since Kessler's model
does not allow impacts on the Earth-facing surface). At 5 micron wavelength the corresponding scatter
is:

For meteoroids BRDF = 9.8 x 10. ("level" 250) to 3.1 x 10' ("level" 50)

Clearly, the RAM surface suffers from far more scatter than does the EARTH surface.

Scrutiny of Young's data reveals that his results can be approximately fitted by:

BRDF = 2.5 x 10i" x (level)' / XV (7)

for near-specular scatter, with the wavelength in microns. Note the rapid escalation in the scatter as the
"level" increases.

An alternative approach to estimating the scatter is as follows. The fundamental relationship for scatter
from craters (assumed the same as from spheres) is:

BRDF = 72 x D' x N /16 X2  (8)

where D is the crater diameter, N is the number of craters per unit area, and X is the operating
wavelength. By first differentiating the function describing the cumulative impact rate (per area),
multiplying by DV, and re-integrating, we obtain the BRDF for the overall distribution.

Since both the micrometeoroid and debris cumulative impacts obey the form, cumulative number = D',
the result is:

BRDF = 7t2 x (nI(4-n)) x V x CN,.. x D..4/16 V2  (9)

where n is the power index describing the cumulative number of impacts versus particle size (in the
neighborhood of the value of D.)J, k is the ratio of crater diameter to particle diameter (D), CN is the
predicted cumulative hit rate, and X is the wavelength.

The above equation involves the quantity D.,, which is the largest particle diameter to be used in the
calculation. To determine the latter, we apply the following logic: if there is less than one (1) impact
on the given optic, then there is no longer a meaningful definition of N, the areal impact density. Thus
knowing the area of the optic, we compute the corresponding hits per meter. Referring to the predicted
cumulative impact data versus particle size, we determine the value of D.,,.

As an example, conbider an optic of area 100 cm 2. For one crater, we have an areal density of 100 per
m 2 (or 0.01 per cm 2 ), and thus this defines CN1,,. For debris, n = 2.5, and k = 7.0 (for the RAM
surface). Reference to the p,,rticle plots o. impacts on the RAM surface for the 1000 km, 60 degree
orbit, gives the value D.. = 70 microns for debris. For micrometeoroids, n = 3.0, and k = 3.8, and D,,
= 70 microns also.

Substituting into the equation for scatter (at 5 micron wavelength), we obtain:

For debris BRDF = 0.24 For meteoroids BRDF = 0.037

For the EARTH looking surface, we have n = 2.7, k = 3.25, and D.. = 25 microns, and only
micrometeoroids apply. Thus we obtain (for 5 micron wavelength): BRDF = 2.2 x 104

Thus, once more, the scatter for the RAM surface is much greater than for the EARTH surface. This
effect is seen in Fig. 6, which shows computed scatter as a function of angle around the satellite (in the
plane parallel to the Earth's surface) as well as the SPACE and EARTH-looking directions. Telescope
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shroud shielding has not been included for these calculations, but will decrease all scatter values.

Although none of the above quotes for scatter can be considered precise, both approaches yield similar
values (especially if the larger "level" quotes are used), suggesting the scatter for the RAM surface is
enormous compared to that for the EARTH looking surface.

The data of Young gives BRDF as functions of off-specular angle. Inspection of these data reveal that
the BRDF rapidly decreases over the range 0 to 10 degrees, and then follows a pseudo-exponential law
for larger angles. To a reasonable approximation, the data for large angles (> 20 degrees) is given by:

BRDF = 5.4 x 10-" x (level)5 x exp(-8.91 x 10.2 x degrees) / X2  (10)

By integrating Young's data for BRDF versus off-specular angle, the total integrated scatter (TIS) can
be obtained. A simple graphical integration gives:

TIS = 2.2 x 10.3 x BRDF( 0 degrees), or TIS = 5.5 x 10" x (level)' / X2  (11)

with X in microns. Note that for BRDF ( 0 degrees) > 455, this implies scatter greater than the input,
which is obviously nonsense. The conclusion is that for the larger degrees of scatter, the BRDF versus
angle data must change its form, versus the lower cases (Young only presented data for contamination
levels of 500 and below). Thus extrapolation of Young's data becomes suspect for large degrees of
scatter. However, the estimates of scatter for the RAM surface, quoted above, are not within this
uncertain region.

Brittle Material Response

All of the above pre-supposes that the optic behaves as if a metallic mirror with simple hemispherical
craters. In reality, many mirrors (or lenses) are made of dielectrics and employ multiple thin layers
(quarter-wave optical phasing logic). These materials are usually brittle. Upon hypervelocity impact,
the damage consists of irregular craters with conchoidal surfaces, surrounded by star-cracks which can
extend up to about 50 times the size of the impacting particle. To assess the optical scatter for these
conditions it is necessary to invoke the the( y of dielectric needles or cylinders as done by Van de Hulst
(1957, 1981).

The evidence from LDEF indicates that impacts into brittie materials produce craters similar to those for
ductile materials. However, the morphology is different, with the smooth-surface craters for ductile
targets being replaced by a conchoidal, multi-crack surface for brittle targets, which is much rougher.
Additionally, whereas ductile targets frequently display lips around the craters which stand proud of the
initial surface, brittle targets frequently do not (presumably because the equivalent lip material was also
brittle and cracked off). The other major difference is that brittle targets frequently display radial star
cracking, with several (about 4 on average) cracks propagating away from the impact point over distances
of up to 50 times the diameter of the impactor. Little systematic study has been done io date on these
star cracks, though the work is ongoing by Jean-Claude Mandeville in France, a member of the LDEF
Micrometeoroid and Debris Special Investigative Group (M&D SIG).

For the purpose of predicting cratering, the accepted meaning of a crater diameter is the value at the
original target surface. However, the ductile target craters with lips can be about 50% larger if the
diameter across the highest portion of the lips is measured, and up to 100% larger if the total diameter
across the complete lip pattern is included. The previous methodology for computing fractional area
damage did not account for these lips. If lips are included in the definition of areal damage, the values
can clearly be up to 4 times as large, since area is proportional to the square of the size of the region
considered. The inclusion of lips also has a large impact on the value of optical scatter owing to the kV
term.
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Although there are several existingp scaling laws describing simple cratering there are none, to our
knowledge, describing the behavior of star cracks in brittle materials. Accordingly, we have formulated
a possible equation describing them. This equation is:

rer' = (p't/K,°0 4 (c/c) 0 4 1u0 8 rP0 2  (12)

where r, is the radial extent of the crack from the impact point, r, is the impactor radius, p' is the
effective density (defined below), K,, is the target fracture toughness, c, and c. are the bulk sound speeds
for target and projectile respectively, and u is the impact speed. Note that this equation predicts
supralinearity, with the crack length increasing faster than the impactor diameter. This equation is
derived by assuming that immediately following the outward compressive wave in the target the material
develops hoop tensions. If these tensions are greater than the stress necessary to propagate an unstable
crack at distance r from the impact site, then crack growth is assumed. The definition of effective
density is based on the assumption of a Bernoulli fluid flow pressure state, and is given by:

P' = pppI((pdo0 + (NO0 T)2  (13)

where the p values are for impactor and target, respectively.

As examples of the consequential predictions, consider an impactor of aluminum (density of 2.8 g/cm3)
and a target of fused silica (density of 2.2 g/cm3 ). Thus the effective density is 0.618 g/cm'. For fused
silica the fracture toughness is 6.4 x 107dynes/cm2 x cm"5 . These values are reasonably typical of the
conditions for impacts on LDEF for glass. Using the average LEO collision speed of 10 kmi/s, we
predict:

for rp= 1.0 micron, r/rP 8.80, hence r, = 8.80 microns,
for r,= 10.0 micron, r/rp = 13.95, hence r, = 139.50 microns,
for rp= 100.0 micron, rJrp 22.11, hence r, = 0.22 cm,
for rp= 0.1 cm, rJrp 35.00, hence r. = 3.50 cm,
for rP= 1.0 cm, r,/rp 55.53, hence r. = 5553 cm.

Note that for particle radii in the range I - 1000 microns, the cracks are predicted to extend in the range
of 9 to 35 times the impactor size, in approxiiiate agreement with observations. At present, there is
no simple method of predicting the widths of these cracks. Assuming the crack widths to be, say, one-
tenth the impactor diameter (d), and taking an average crack to be 15 dp long, with 4 cracks per impact,
the cracks represent an area of 6 dp , while the typical crater of about 5 dp wide has an area of about 20
dp2. Thus, unless the cracks are much wider, or there are more cracks per impact, they will usually
represent only a relatively small portion (e.g. 10%) of the total fractional area damage. However, for
wider cracks, less-tough targets, higher impact ý.pceds, or larger impactors, the fractional area due to the
radial cracks could easily double that due t,- craters alone.

Optical Scatter for Brittle Materials

We have assessed the optical scattering i'or brittle, cracked targets. A typical package of interest is the
multi-layered dielectric stack mirror. Frequently, such mirrors comprise a dielectric substrate (e.g. fused
silica) with a thin (<2000 A) metallic reflecting coating, overlaid by a stack of alternating dielectric
layers, each of one-quarter wavelength. The stack may have anywhere from only one dielectric layer
up to several tens of layers. Depending on the operating wavelength, this results in optical coatings with
thicknesses in the range of from about 0.3 micron (single layer, visible) up to perhaps 50 micron
(multiple layers, infrared). Since impactors can produce craters with depths of about 3.5 times the
impactor diameter (e.g. for a RAM surface at 1000 km altitude and 60 degree inclination), even a 50
micrin thick stack can be completely penetrated by a 14 micron particle, while the more typical 3 micron
thick stack is penetrated by a particle of only 0.86 micron.
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There is a fundamental difference between cratering in a ductile metal mirror and in a coated stack. For
the metal mirror, the crater surface is still metallic, and thus still has high local reflectivity. However,
penetration through the coating stack reveals the underlying substrate, and this usually has low
reflectivity (e.g. 4% for silica). Thus, in essence cratering in coated optics is equivalent to punching
holes in the mirror. While the holes will still give diffractive scattering (as with craters), the percentage
loss of reflective area will also give a corresponding loss in overall reflectivity. Since these coating
stacks are usually designed to maximize reflectivity (e.g. >98%), the loss due to the impactor
cratering/"hole-punching" (with associated cracks) is significant.

An attempt to address the scattering caused by cracks can be done by treating them as equivalent to
dielectric cylinders or needles, as done by van der Hulst (1981). Treating the cracks as cylinders with
all dimensions large compared to the operating wavelength, the scatter is given by:

BRDF = (4a21/nr2 ,XO) E2(ka0) per cylinder, (14)

where a is the radius of the cylinder, 1 is the length, r is the distance from the cylinder, X is the
operational wavelength, 0 is the scatter angle (zero being the initial light direction), k is 27i/X, and E
is the angular scatter function. If the crack pattern becomes "dense", such that cracks intercept with
length 1, we have 1/12 cracks per unit area. Then we obtain:

BRDF z* (4a 2/rlXO) E2(ka0) =o (8a2/X2) for 0 =* 0. (15)

Note that this implies the scatter depends only on the radius of the cylinders and the wavelength. The
scatter from these cracks varies with the crack-width squared, whereas scatter from craters is proportional
to the crater radius to the fourth power. Hence cracks are less efficient scatterers than are craters. Since
it was shown above that the usual associated damage area of the cracks is also less than that of the
craters, the result is that the craters are expected to dominate the overall scattering.

If the cracks are narrow compared to the operating wavelength, they behave as if dielectric "needles".
For this case the scatter is given by:

BRDF = (2nt5a'l)(m2-I)2 /(X3 ) per needle, (16)

where a is the radius of the needle, I is the length, and m is the "effective" refractive index. This
"effective" index is based on the mismatch between the crack region and the surrounding medium. For
scatter measurements done at wavelengths which are different from the "tuned" wavelength of the
quarter-wave stack, the value of this index is similar to that for the individual layer materials. However,
at the "tuned" wavelength, the effective index may be much higher, since the optical stack behaves as
if a single dielectric with high refractive index (giving high reflectivity).

Since cracks are not truly circular in cross section, for both "cylinders" and "needles", the value of the
"radius" is the equivalent one, given by one half of the square-root of the product of the crack width and
the crack depth.

If the crack pattern becomes dense and intersecting, then the areal density of cracks (number per area)
is given by N = 1/12 where I is the mean length between interceptions. Thus the equation for BRDF
moves the "I" term from the numerator into the denominator.

As a check, consider the case of the dense crack pattern often observed due to hysterectic stress cracking
after a sudden surface heating (e g. by a pulsed laser, pulsed electron beam or a pulsed x-ray beam).
Typically, the crack may have a depth equal to the optical stack which may be 3 microns, while the
crack width may be about 300A, giving an equivalent crack radius of order 0.15 micron. For such
intersecting dense crack patterns, the mean length of each crack may be about 20 microns. Assuming
an interrogation wavelength of 0.5 micron (visible, not at the "tuned" wavelength), and an effective
refractive index of 2.0, the predicted scatter is: BRDF = 1. 12. This value is very large compared to the
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initial virgin (undamaged) scatter value, which can be as low as BRDF = 10s to 10-7. Even for widely
spaced cracks with lengths of 1000 micron (1 mm), the predicted scatter is BRDF = 2.24 x 10.2. Such
scatter values have indeed been measured for such damaged samples. Detailed Mie scattering
calculations are required to accurately determine the scatter for a cracked dielectric multilayered stack.
This would be especially true for scatter at the tuned wavelength of the stack. For this case the
anticipated scatter is even higher, since the effective refractive index is larger (put another way, crack
perturbations are worse for the high-reflectivity tuned case).

Note, that for needles the scatter increases with the needle width to the fourth power (similar to craters),
and inversely with the wavelength cubed. For both cylinders and craters, scatter varies inversely with
wavelength squared. Thus the precise level of scatter will depend strongly on the crack widths and the
operational wavelength.

SUMMARY

We have performed first-order estimates of the probable modes of particle impact damage and
consequential increases in optical scatter for satellite optics in LEO. The methodology requires use of
the existing near-earth particle environment. Both simple ductile metal cratering and brittle material
cracking have been addressed. The analyses include estimates of fractional area affected. For an orbit
of 1000 km, inclination of 60 degrees and period of 6 years, even the RAM surface suffers from less
than 1 percent areal damage due to simple ductile cratering. However, if star cracking in brittle materials
occurs the affected areas rapidly increase. Note that the orbit chosen for analysis is one of the worst
cases, involving a local peak in the man-made debris population.

The models used presently give reasonable agreement with the LDEF experimental data in terms of
impact fluences and directionality on the spacecraft body. However, the effects on optical surfaces is
still under study. The analyses of increased optical scatter (BRDF) demonstrate strong dependencies on
the details of crater sizes and crack lengths. For this reason there is a continuing need for better
understanding of these impact responses.

Presently, our analyses indicate the potential for large increases in optical scatter for unshielded optics
staring into the RAM, but only small increases for EARTH-looking cases.

We will perform future impact experiments on metallic and dielectric optics, and will directly measure
the resulting optical scatter. These experiments will allow verification or modification of our estimates
of damage modes and scatter.
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ABSTRACT

Bare aluminum alloy is compared to soft-anodized aluminum alloy (oxide film thickness 5 ;&m, 10 jrm,
20 rm, or 50 jrm) for susceptibility to ignition by supersonic particle impact in pure oxygen. The
particle diameter ranged from 1600 um to 2000 jrm, temperature ranged from 220 K to 672 K and
oxygen pressure was 27.6 MPa. The event of ignition was recorded on video tape. The results of
ignition frequency are reported as a Logistic Regression Model over the variable space. In addition,
the impact process was simulated using the computer code ZEUS to identify ignition temperatures
and ignition sites as well as to qualitatively describe the mechanism of protection offered by the soft-
anodized oxide film. Significant improvement against particle-impact ignition was achieved through
the use of the anodized oxide film.

INTRODUCTION

Ignition of metal structures in high pressure oxygen systems can be caused by the impact of metallic
particles entrained in a fast flowing gas stream (Clark and Hurst, 1972; Wegener, 1964). Subsequent
combustion can lead to serious damage or destruction of the system. Aluminum is especially
susceptible to ignition in this manner (Benz et al., 1986).

Aluminum oxide films on aluminum structures have long been recognized as providing protection
against corrosion and some erosion (Hunter and Fowle, 1956). The protection given by such a film
against auto-ignition has been recognized in metal ignition theory in terms of a transition
temperature, the temperature at which the oxide film is no longer protective (Mellor and Glassman,
1965).

This paper describes research that examines the protection provided by aluminum oxide films against
particle-impact ignition. Aluminum oxide films were prepared by soft-anodization. Four different

6!
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film thicknesses, 5 am, 10 /&m, 20 14m, and 50 um, were compared to bare aluminum alloy 6061-T6.
The event of particle impact and subsequent hot-spot generation were modeled by computer
simulation and compared to the experimental result.

CHEMISTRY OF ALUMINUM OXIDE FILMS

The natural aluminum oxide film formed on fresh aluminum, while extremely thin and thus easily
damaged, has such remarkable self-healing propertics, that when damaged, it immediately starts to
reform. In dry oxygen at room temperature the natural film reaches an ultimate thickness of about
10 A in a matter of minutes (Hunter and Fowle, 1956). A film formed in ordinary air is much thicker
and takes weeks, months, and even years to reach its ultimate thickness. The thinner film is an
impermeable barrier-type film; while the thick film has a compact barrier type of film adjacent to the
metal and an outer layer of porous or more permeable oxide.

The effect of temperature on the aluminum oxide film is significant. Figure 1 shows the qualitative
change in film growth and in film crystallography with temperature. Hunter and Fowle (1956) also
report the A120 3 barrier film thickness also changes with temperature. There is a constant increase
in ultimate film thickness with increasing temperature. Two levels of film thickness were identified,
with the jump between levels occurring above 575 K and below 725 K.

EXPERIMENT AND RESULTS

The experiments were conducted using the White Sands Test Facility (WSTF) supersonic particle-
impact chamber (Bahk, et al., 1991). A single spherical, aluminum (2017-T4 type alloy) particle either
1600 or 2000 microns in diameter, was accelerated to a supersonic velocity of approximately 353
m/sec and impacted on the target (6061-T6 alloy). Pure oxygen, 99.9 percent, at 27.6 MPa was the
carrier gas. Test temperatures varied over the range of 220 K to 672 K.
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Fig. 1. Natural growth of aluminum oxide film
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Experiments were replicated and test parameters were derived from standard formulas for binomial
experiments, ie, experiments producing a yes/no result. For these experiments, the results were in
terms of whether ignition occurred.' Details of the experimental equipment and procedure are given
in the reference by Benz et al. (1986).

Figures 2 through 6 are photographs of impacted targets without ignition. All photographs are
magnified approximately 35 times. In Fig. 2, a cross-sectional view of a bare aluminum target with
an imbedded particle is shown. Figure 3 shows the same sample prior to cross-sectioning. In Figs.
4, 5, and 6, the fractured aluminum oxide film is seen; however, in each case all the oxide film is
present (has not broken and separated). Experimental conditions are given for each figure.
Although it is not evident from these photographs, the amorphous aluminum oxide coating must still
be present, as dictated by the experimental conditions.

Figure 7 is the composite experimental data for the bare aluminum tests. The curve fit is a logistic
regression model showing the 95 percent confidence limits as an envelope. The abrupt change in
ignition occurrence at 550 K is an observed and reproducible phenomenon.

Figure 8 is a composite plot for the experiments with the bare aluminum and each of the four
anodized films. The curves in the figure are plotted from a logistic regression model fitted using a
standard SAS routine (LOGISTIC). Comparison of the experimental conditions of Figs. 2 through
6 with these curves shows that these experimental conditions may or may not lead to ignition.

Fig. 2. Cross-section of bare aluminum target
showing an imbedded particle;
temperature 550 K: 27.6 MPa oxygen

Emery, B. private communication, WSTF Memo dated Oct 1991.
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Fig. 3. Bare aluminum target showing both
an imbedded particle and an impact;
temperature 550 K; 27.6 MPa oxygen

Fig. 4. 10 ju anodized coiting; temperature 550 K;
27.6 MPa oxygen
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Fig. 5. 20 jA anodized coating; temperature 550 K;
27.6 MPa oxygen

s-

Fig. 6. 50,u anodized coating; temperature 550 K;
27.6 MPa oxygen
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IMPACT SIMULATION

In addition to the experiments, the single particle impact was simulated using the ZEUS (Zukas,
1987). The ZEUS code is a two dimensional finite element code using the Mie-Gruneisen equation
of state. The basic Hugoniot data was obtained from Los Alamos National Laboratories data
(Marsh, 1980) and Air Force Weapons Laboratory data (Kohn, 1969). The Johnson-Cook (Johnson
and Cook, 1983) strength model was used to determine the strength data at initial target temperature
and high strain rates. The data needed for the Johnson-Cook model was obtained from Los Alamos
National Laboratories (Johnson and Holmquist, 1988).

Figure 9 shows the results of a simulation corresponding to the experimental conditions represented
in Figs. 2 and 3.

Figures 10 and 11 show the results of the simulation corresponding to the experimental conditions
represented by Figs. 5 and 6.

A major parameter in the simulation is the velocity of the impacting particle. While the velocity was
not measured experimentally for any of the tests, approximate velocities were established using two
independent methods. The first method was a series of drop-weight impact penetration
measurements, 2 and the second one was an in-house stream flow model. 3 The velocity of the oxygen
stream was measured. Using the oxygen stream velocity, the velocity of the particle was determined.

Time= 5.OOE-06 AL UNTO AL V=35311/S Cycle= 4548

Temperature
: 5.33E-02
S5 .0E+0Z

•> 6 47E-02I> 7.04E-02
W> 7.60E+02
W> 8.17E-02

MI> 8 74E+0ZW> 9.31E+OZ

Fig. 9. Simulated impact on bare AL 6061-T6 target

2
Stoltzfus, J. M. 'Estimation of Minimum Particle Velocity by a Dent-Block Comparison Test." Private communication, pp. B-I.

(1990).

3Bahk, S. "Estimation of Particle Velocity by Dry Flow Model.' Private communication. (1990).
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Time= 4.OeE-06 AL UNTO 20ALZ03 Cycle= 5671

Temiperature
>5.33E+02
>5.6ZE'OZ
>5.91Etez

:<> 5.77E+OZ
> 7.06E.02

Fig. 10. Simulated impact on Al 606 1 -T6 target
with 20,u anodized coating
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The results of the two independent methods were within 5 percent. From these results a simulation
velocity equal to 353 m/sec was established.

The variation in temperature, over the experimental range reported, changed the velocity of the
particle (Benz et al., 1986). In addition, the temperature variation affected the reaction rates and
thermal energy exchange. In the simulation runs, the impact velocity used (353 m/sec) corresponded
to the 550 K experiments. The temperature will rise as the impact velocity increases.

At the selected temperature the simulation predicted temperature increases between 244 K and 388
K above ambient (777 K to 931 K absolute).

DISCUSSION

In an impact problem, a particle with radius a, velocity u and mass density p, impacts a material
target with mass density p, and strength Y (assumed to have stress units). The particle parameters
also determine the particle kinetic energy and its momentum (the non-zero component perpendicular
to the target). The particle is spherical and the impact to the target surface is assumed to be normal.

There are a variety of phenomena of interest in the classical impact problem - depth of penetration,
diameter of crater, pressure and temperature generated, stresses, etc. (Bjorkman and Holsapple, 1987;
Vinogrador and Cherviakov, 1984). However, this analysis is concerned with ignition of the target.
For those targets where ignition occurred, the target was consumed by burning. Hence these
phenomena were not available for study. In experiments where ignition did not occur, as in Figs. 2
through 6, depth of penetration and width of crater provided visual evidence of consistency of the
experimental conditions.

The classic definition for metal ignition is that ignition occurs when "...heat produced exceeds
heat losses to such an extent that the temperature rise continues at an accelerating rate" (Reynolds,
1959).

On impact ignition, energy deposition into the target occurs over a very short time and hot spots must
be created whose temperature exceeds the autoignition temperature of the metal. Aluminum's
melting temperature, 933 K, is its autoignition temperature (Reynolds, 1959).

Not only must the aluminum's temperature exceed its melting point, it must also be exposed to
ambient oxygen (the natural aluminum oxide film must be disrupted). Ignition studies at WSTF have
shown that the entire aluminum core of a 3.2 mm-diameter rod may be molten and ignition will not
occur if the natural amorphous aluminum oxide film remains intact (Bahk et al., 1992). The addition
of anodized aluminum oxide further protects against ignition. Since the melting point of aluminum
oxide is 2230 K, it is unlikely that a single particle impact, under the conditions of these
experiments, would lead to a hot spot sufficient to melt the aluminum oxide. Therefore the exposure
of aluminum metal will require mechanical disruption of the aluminum oxide film.

The experimental evidence of Figs. 4, 5, and 6, and the corresponding computer simulations of these
same experiments show that the anodized aluminum oxide remained intact, and there were no hot
spots sufficient to cause ignition. However Figs. 2 and 3, and the corresponding computer simulation
(Fig. 9) describe a probable ignition event.

In Figs. 2 and 3 one particle which impacted this target remained imbedded. This photograph clearly
shows that surrounding this particle there is a raised, irregular ridge of target material. The
corresponding computer simulation Fig. 9 shows a similar raised ridge of target material. The
computer simulation shows that there are regions in the target where a hot spot occurred, and its
absolute (computed) temperature is near the melting point of aluminum (931 K as opposed to 933 K).
Further, the natural aluminum oxide film was disrupted and while it reestablishes itself rapidly, the
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time duration of impact and temperature rise predict that molten aluminum was exposed to the
ambient oxygen atmosphere. This is substantiated by Fig. 7 which shows that at the target
temperature before impact, 550 K, nine out of ten experimental impact events resulted in ignition.
It is apparent that the computer simulation provides a realistic model for particle-impact ignition of
the bare aluminum target. Further the computer simulation of the behavior of the three different
thicknesses of the anodized aluminum oxide is consistent with the experimental observations.

Figure 7 shows that between 570 K and 600 K there is an abrupt change in the susceptibility of bare
aluminum targets to ignition; the probability falls to 50 percent. In the early work of Hunter and
Fowle (1956) and consistently since, there has been recognition of the strong temperature dependency
of the growth and nature of the natural aluminum oxide film. Hunter and Fowle identify this
temperature range as the region where there is a transition between a thin (less than 10 A) oxide
barrier and a thick barrier (extent undefined). Under the experimental conditions, 570 K, 27.6 MPa
pure oxygen pressure and at least ten minutes for film growth, there may be appreciable oxide film
thickness developed. In fact Fig. 8 shows a distinct similarity of the 'bare' aluminum target and the
5 micron/10 micron anodized oxide targets. This suggests that the bare aluminum natural oxide film
may have grown to this thickness at these experimental conditions.

The 50 micron anodized film, Fig. 6, is the only oxide coating which is clearly distinguishable at the
level of magnification of these photographs. Figure 8 also shows that it provides significant protection
against particle-impact ignition. Although there was no observed spalling of any of the coatings in
the impact region, the 50 micron coating photograph suggests that this may have occurred. Likewise
the computer simulation, which includes mass conservations, predicts that no spalling willoccur under
these experimental conditions.

CONCLUSIONS

The computer simulation successfully predicted the development of hot spots sufficieat to cause
ignition of the aluminum target. These hot spots were predicted to form adjacent to the crater
caused by the impacting particle. The material properties of both the aluminum and the aluminum
oxide used in the computer simulation were satisfactory for handling the temperature rise.

The anodized aluminum oxide films do provide ignition protection from particle impact. Experiments
confirm this behavior. The computer simulation also gives results consistent with the experiments.
As expected the 50 micron thick film provides the best protection against ignition by particle impact.

Finally, what may have appeared as an anomaly in the ignition characteristics of bare aluminum at
570 K is explained by the accelerated oxide film growth predicted due to the experimental conditions.
This natural oxide film gave the same results as a 5 micron/10 micron anodized oxide film.
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AN ANALYTICAL MODEL OF HOLE SIZE IN FINITE PLATES
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ABSTRACT

This paper presents, for the ý.st time, a single comprehensive analytical model for the hole size
produced by hypervelocity impact into finite plates. This model is based on experimental data
for 2017 aluminum spheres impacting 2014, 2024 and 6061 aluminum plates.

The significance of this model is that it spans the entire range of target thickness from very
thin to very thick, which makes it possible to determine when the impact conditions are those
of thin target behavior (where the hole size increases with increasing target thickness and debris
formation and damage is important) and when the impact conditions are those of thick target
behavi r (where the hole size decreases with increasing target thickness and the debris formation
is significantly decreased). The model makes it clear that the target thickness that divides the
thin target regime from the thick target regime is a function of velocity. This means that an
impact configuration which exhibits thick target behavior at common experimental velocities
could actually exhibit thin target behavior at velocities in the tens of kilometers per second such
as that of meteroid impacts. This hole size model also includes the effects of oblique impact and
computes both the major and the minor diameters of the hole.

This paper also raises, f r the first time, the possibility that the commonly accepted mod-
els for crater diameter (and by implication those for penetration depth as well), which
are taken to be a power function of velocity, might be wrong. Only a linear depen-
dence on velocity for the crater diameter is consistent with the linear velocity dependence
of this and all other accept, I models of hole diameter in finite plates. If this is cor-
rect, it would raise questions about the validity of using any target damage computer mod-
els, that are based on the old crater modeling equations, to extrapolate to higher velocities.

INTRODUCTION

The analytical equations of this hole size model were constructed using an ad hoc process that gave
a reasonable fit to the oata while avoiding functions that would produce runaway results at the
exreme values of the it,dependent variables. It shouAl therefore be recognized that, while these
equations were r. -t obtained by pure deduction from fundamental first principles of physics, nev-
ertheless the physics of the impact process is inherent in the data itself and is therefore contained
in the analytical model.
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The basic equations of the hole size model, for both the major and minor diameters of an elliptical
hole, are given by the following:

Dmiuov/d = (a + crv)fL (la)

D..j., = / D.,.o./d (lb)

where d is the projectile diameter, v is the projectile impact velocity, and a and a are func-
tions of the target thickness t/d and impact angle 6. The ballistic limit factor J0L, which
is a function of t/d, v and 0, goes to zero for impact conditions near the ballistic limit and
otherwise has a value of one. The shape factor 4,, which is the ratio Dmajo,/Dmino, is
a strong function of v and 0 but also has some dependence on t/d. For normal impact,
where the hole is round, D,,,i,, = Dm..i,,, so that 0 = 1. Note that both the hole di-
ameter and the target thickness are normalized by dividing by the projectile diameter. This
is based on the assumption that the impact process scales linearly with the projectile size.

COMPARISON OF EXPF --MENTAL AND ANALYTICAL RESULTS

Figure 1 shows a comparison of the hole size model (solid lines) with the experimental data points
for normal impact in the target thickness domain. It can be seen that for small values of t/d (thin
target regime) the hole size increases with increasing target thickness. For large values of t/d
(thick target regime), the hole size decreases with increasing target thickness. The point at which
the thin target regime ends and the transition region begins, as well as where the thic1 target
regime begins, have never been clearly defined quantitatively. In addition, empirically determined
equations have not previously been available for treating perforations in either the transition or
the thick target regimes.

It is important to observe in Fig. 1 that the locations of the maxima of the curves shift steadily
to higher values of t/d as the velocity increases from 4 to 8 km/s. Because this shift is not very
larg- at common experimental velocities below 10 km/s, it has sometimes been assumed that the
target thickness which separates thin target behavior from thick target behavior has a constant
value. That this dividing line between thin and thick target behavior is actually a function of the
impact velocity can be seen in Fig. 2 where the analytical model has been used to extrapolate the
hole size to much higher velocities.

Figure 2 shows, for example, that for aluminum into aluminum the maximum hole size at 30 km/s
occurs at a value of t/d = 4 compared to a value of t/d = 1.3 at 6 km/s. Although scaling to such
high velocities cannot now be verified, the validity of the point being made, that the value of tid
at which Did is a maximum increases steadily with increasing velocity, does not depend on the
quantitative correctness of the extrapolation and none is implied.

The important point is that when scaling hole size with target thickness using previous models,
which were developed for (and therefore only valid in) the thin target regime, it is essential to be
certain that the impact configuration remains within the same target thickness regime. This is
illustrated in Fig. 3 where the hole size model of this paper (solid line) is compared to the GM
model (dashed line, Maiden et al., 1963) along with experimental data points. It can be seen
that the GM model diverges significantly from the data for t/d > 1.0 while the hole size model
presented here continues to follow the data. Since the model presented in this paper is valid over
the entire range of target thickness, from the thin target to the thick target regime, the concern
about staying in a particular target thickness regime is removed.

For oblique impact the model describes both the major and minor diameters of the hole over the
full range of obliquity from normal impact to ricochet. Figure 4 shnws a comparison between the
model ..nd the experimental data for the major diameter of the hole as a function of the impact
angle. Note that the model describes both the increase in the major diameter with obliquity and
the subsequent sharp decrease as the effects of ricochet dominate the process. The effect of impact
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angle on the minor diameter of the hole and a comparison of the model with the experimental data
is shown in Fig. 5. Note that the minor diameter of the hole also increases somewhat with impact
angle and has a maximum value for an impact angle of approximately 60 degrees. Although both
Figs. 4 and 5 show good agreement between the model and the experimental data, it must be
kept in mind that the equations for oblique impact were developed using data that had only two,
relatively small values of target thickness. Consequently, more data is needed to properly validate
the model over the full range of target thickness for oblique impact.

DEVELOPMENT OF THE HOLE SIZE MODEL

Normal Impact

Figures 6 and 7 show that the hole size data (Maiden et al., 1963; Nysmith and Denardo, 1969,
Carson and Swift, 1967; and Turpin and Carson, 1970), in the velocity domain, is a linear function
of velocity and can therefore be fitted by an equation of the form

D/d = a,, + a,,,v (2)

The first step was therefore to find a straight line, least squares fit to the data for each value
of t/d. Note that these straight line fits to the data are only intended to model the hole size in
the high velocity regime and not in the low velocity regime where the effects of the ballistic limit
become important (see the following section). The values for the slopes a,, were then plotted as
a function of t/d, as shown in Fig. 8. The model for the slopes (the solid line in Fig. 8) is given
by the following function of target thickness:

a, = (al + o-2t/d)(l - e-° (t1d•d-)) (3)

where the constants, al = 0.26, 02 = 0.15, 03 = 3.20 and U4 = 0.035, were obtained using a trial
and error process to find the best fit to the data. Note that since or,, is zero for t/d < 0.035, it
follows that the hole size is independent of velocity for very thin targets, i.e., for t/d < 0.035.

The least squares fitting process was then repeated for each value of t/d, using the corresponding
slope a,, from the slope model in Fig. 8, to find the values of the intercepts a0,. The resulting
values of a,, are plotted as a function of t/d in Fig. 9. The intercept model (the solid line in
Fig. 9) is given by the following functions of target thickness:

Q" = 1 + al(1 - e- at/d) for t/d < 0.70 (4a)
Q" = 1 + a, - (a3 + a 4(t/d - 0.07))(t/d - 0.07) for t/d > 0.70 (4b)

where the constants al = 0.085, a2 18., a 3 = 0.313 and a4 = 0.62, were obtained using a trial
and error process to find the best fit to the data. Because of the complex behavior of a,0 it had
to be fitted piecewise in two parts. A single function, if one could be found, would be preferrable.

Effects of the Ballistic Limit

Although there is virtually no hole size data in the regime where the impact velocity V approaches
the ballistic limit, nevertheless it is logically necessary that the hole size must depart from its
linear behavior and go to zero as the velocity decreases to the ballistic limit velocity vL. This
means that (2) must be multiplied by a ballistic limit function, PL, which will go to zero as v
approaches vL and will rise gradually to a value of one as v rises above VL. The following function
for &/L has the desired properties:
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=L -" -e3''' (5)

so that
D/d = (a, + aiv)PL. (6)

In the absence of data in the near ballistic limit region, the value of 3 for the coefficient in the
exponential term was selected somewhat arbitrarily so that the function asymptotes neither too
quickly nor too slowly to a value of one.

The available ballistic limit data (Maiden et al., 1963; Fish and Summers, 1965; and Swift and
Carson, 1967) shows that the ballistic limit velocity is a linear function of the target thickness
(Fig. 10) which is given by

VL = -0.393 + 1.964t/d for t/d > 0.25 (7a)
"VL = (e 19 .4 9t/d - 1)/1323.6 for t/d < 0.25. (7b)

Note that (7a) gives negative values for the ballistic limit velocity when t/d < 0.2. Since
this is physically unrealistic, the exponential function given by (7b) was introduced for
t/d < 0.25 so that the ballistic limit velocity will go to zero as the target thickness goes
to zero. The effect of j3L on the curves in Figs. 6 and 7 is shown in Figs. 11 and 12.

Oblique Impact

The effect of oblique impact on the hole size was obtained first for the minor diameter of the
hole using the data of Warnica and Gehring (1964) for 2017 aluminum spheres impacting 2014
aluminum plates with t/d of 0.267 (Fig. 13) and t/d of 0.400.

Since the minor diameter is also a linear function of velocity, then (6) can also be used for
D,mi,,o /d, i.e.,

Dmn..o./d = (a + ovV3L (8)

The first step in building the oblique impact model was to find the straight line, least squares fit to
the Dmn,ýo/d vs velocity data for impact angles of 600 and 250. The values for the slopes o were
then compared, in Fig. 14, to the normal slope model a,, from (3). From this it was determined
that the effect of the impact angle on the slope or could be obtained by multiplying the normal
slope model o,, by a function of impact angle given by the following equation:

a= o(1 - e /(9)

where the values of the constants, a5 = 6.90 and a6 = 1850, were obtained using a trial and error
process to find the best fit to the data points.

The process was then repeated using values of the slope from the oblique slope model to find the
corresponding intercepts a from a linear, least squares fit of the minor diameter hole data. The
resulting values of a were then compared in Fig. 15 to the normal intercept model, a,, from (4).
From this it was determined that the effect of impact angle on the intercept could be obtained by
adding a function ae to the normal intercept model as given by the following equations:

a = ae + 00 (lOa)
=0 = 015(1 - e-a6(9°o-6)/6) + (1 - l/sinn(90°0 /35°)) (lOb)

where the values of the con-tants, a5 = 0.258, a 6 = 2.65 and n = el.1 3t1/d- 1, were obtained using
a trial and error process to find the best fit to the data points. Note that the second term in
(10b), which can be associated with the effect of ricochet, is only included when 6 < 350.
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One final detail of the oblique intercept model is that Dm..i,,n/d must logically go to a value of
one as t/d goes to zero. In order for this to be true, the intercept a must go to one as t/d goes
to zero. Since an already exhibits this behavior, then the required condition will be met if the
ae term in (1Oa) goes to zero as t/d goes to zero. This is accomplished by multiplying as by an
appropriate exponential function such that (10a) becomes

a = an + ae(1 - e-15t/d) (11)

where the value of 15 for the coefficient in the exponential was selected so that (11) would reduce
to (10b) for values of t/d in the range of the experimental data.

The model for the major diameter of the hole is obtained from that for the minor diameter by
using the following equation:

D.ajo,/d = D.Din.ov/d (12)

where 4, is the shape factor, the ratio Dmaoj/D..noi,. Figure 16 shows the experimental data for
4, vs velocity for t/d = 0.267 . The data suggests that 4, starts out at some value greater than
one at zero velocity and then asymptotically approaches a value of one as the velocity increases.
Furthermore the initial value of 4' at zero velocity seems to increase rapidly with decreasing impact
angle, very much like the function 1/sinG. The desired function for 4, is therefore one that starts
at 1/sinO and then decreases asymptotically to a value of one as the velocity goes to inifinity. Note
that this behavior of asymptoting to a value of one with velocity means that the hole becomes
more nearly round as the velocity increases.

The function for 4,, having the desired fit to the data (solid lines in Fig. 16), is given by

4, = 1 + (1/sinO - 1)e-A' (13)

where A (at least for the two target thicknesses for which there is data) is a linear function of t/d,
with a slope s, given by

A = s(t/d - 0.035) (14a)

3 = s3(1 - 0/900) - 82(1 - sin(90*0 /35*)) (14b)

where sl = 0.84 and 32 = 0.18. Note th t the second term in (14b) is added only for 0 < 350.
The parameter A is made to go to zero for t/d = 0.035 in order to be consistent with (3) in which
an goes to zero at that same target thickness so that the diameter of the hole does not depend
on the impact velocity for t/d < 0.035.

Because the equations for A were based on data for only two relatively thin targets, any calculation
of the major diameter of the hole for thicker targets must be treated with caution until oblique
impact data for thick targets becomes available with which to either confirm or revise the model.

Figure 17 shows a comparison of the model (solid line) and the experimental data for the major
diameter in the velocity domain for t/d = 0.267. Figures 18 and 19 show the results of the model
for both the major and minor diameters in the target thickness domain. The comparison between
the model and the data in in the impact angle domain has already been shown in Figs. 4 and 5.

CONFLICT WITH CRATER MODELS

In the model for hole diameter presented in this paper (as well as other such models proposed
in the past), the hole diameter is a linear function of the velocity. Empirical studies of hole size
have determined that the hole diameter cannot be larger than the front surface diameter of a
crater formed by the same projectile impacting a semi-infinite target of the same material at the
same velocity (Hermann and Wilbeck, 1987). Furthermore past studies of the cratering process
have concluded that the crater penetration depth is a power function of velocity with an exponent
between 1/2 and 2/3 (Hermann and Wilbeck, 1987). Since, in the hypervelocity regime, the crater
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is nearly hemispherical (particularly for like material impact) and that shape remains constant
with velocity, it follows that the crater diameter must vary with velocity in the same manner as
the penetration depth. Therefore the crater diameter should also be a power function of velocity
with an exponent between 1/2 and 2/3.

Thus there is an unavoidable conflict between the hole diameter models and the crater diameter
models at very high velocities. Although the hole diameter models start out with smaller values
than those of the crater diameter models in the range of the experimental velocities, as the velocity
continues to increase there must come a point, because of the difference in the velocity exponents,
where the hole diameter will exceed the corresponding crater diameter.

An obvious resolution of this conflict would be for both the crater and the hole size models to
have the same velocity dependence. A preliminary examination of the crater data from Denardo
and Nysmith (1964) shows that it could be equally well fitted by a linear function of velocity of
the same form as (6) (solid line in Fig. 20). Since it is really beyond the scope of this paper tc,
pursue this issue, it is important to at least call attention here to the need to further investigate
the possibility that both the crater diameter and the crater depth are a linear function of the
impact velocity in the hypervelocity regime.

CONCLUSIONS

The analytical methods presented in this paper, which were used to develop the unified description
of hypervelocity impact hole size in finite thickness plates, have produced the following results:

1. A single equation for the diameter of the hole that spans the entire range of
target thickness from very thin, through the transition region between thin and
thick targets and finally ending at the ballistic limit. This model makes it
possible to determine when the impact conditions are those that produce thin
target behavior (where the hole size increases with increasing target thickness
and debris formation and damage is important) and when the impact conditions
are those that produce thick target behavior (where the hole size decreases with
increasing target thickness and the debris formation is significantly decreased).

2. The quantifying of the target thickness and impact velocity at which the hole
diameter reaches a maximum value. The model makes it clear that the target
thickness which divides the thin target regime from the thick target regime is a
function of velocity which means that an impact configuration which exhibits
thick target behavior at experimental velocities below 10 km/s could very well
exhibit thin target behavior when the velocity is tens of kilometers per second.

3. An analytical hole diameter model for oblique impact (at least for very thin
targets with t/d < 0.400) that includes the onset of ricochet and the cessation
of perforation at the ballistic limit. Hole size data for t/d > 0.400 is needed to
either validate or revise the oblique model for thick targets.

4. Since most of the available impact data was for 2017 Aluminum spheres im-
pacting 2014, 2024 and 6061 Aluminum plates, the model presented here is
specifically valid for that combination of materials, however it is important
to recognize that the methodology and the form of the equations should be
applicable to other combinations of projectile and target materials as well.
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5. The recognition that the commonly accepted models of crater diameter, which
are taken to be a power function of velocity, might be wrong. Only a linear
dependence on velocity for the crater diameter (and by implication the pene-
tration depth as well) is consistent with the linear velocity dependence of this
and all other accepted models of hole diameter in finite plates. This possibility
directly affects the validity of using any target damage models, which are based
on the old crater modeling equations, to extrapolate to higher velocities, and
therefore requires further investigation.
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PENETRATION OF HARD LAYERS BY HYPERVELOCITY ROD PROJECTILES
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ABSTRACT

The penetration resistance of hard layers, such as ceramics and hardened steels, struck by high velocity
long rod projectiles can be characterized by the depth of penetration (DOP) test. The DOP test can be
used to calculate average penetration resistance, which can be expressed as RT. The tests can also be used
to compute differential efficiency. For hard materials, these values differ markedly from those for
conventional armor steel (RHA). Implications for the effectiveness of hypervelocity penetrators are that
the optimum velocity for energy efficient penetration will be much higher for hard materials than for
RHA. Furthermore, ceramics will continue to substantially outperform armor steels, while high
hardness steels will lose their relative advantages against long rod projectiles above 3 km/s.

INTRODUCTION

Bless, et al., (1987) investigated the response of ceramic tiles to short hypervelocity projectiles and found
that penetrator effectiveness increased with velocity. The case of long rod projectiles was treated by
Frank and Zook (1987), who showed that the functional form of penetration by long rods into most
materials implied that there was an optimum velocity at which penetration is maximized, assuming
projectile shape and energy are held constant. Several cases were discussed for which the optimum
velocity was near 2 km/s. This work has led several research teams working on high velocity penetrators
to focus on alternatives to long rods, e.g., Orphal et al, 1992. The purpose of this paper is to point out
that the optimum velocity identified by Frank and Zook (1987) was particular to rolled homogeneous
armor (RHA) and similar hardness steels (neighborhood of BHN 270), and that mch higher optimum
velocities are expected from harder barriers.

We analyze penetration of materials by high velocity rods by using steady state theory, develop by Tate
(1967) and others and discussed in detail by Anderson and Walker (1991). An important advantage of this
analysis is that the resistance of a target to penetration is described by a single effective strength
parameter, RT.

Very high-velocity penetration of semi-infinite targets is only approximately described by the Tate
theory, largely because nonsteady processes account for considerable penetration after completion of the
steady-state process (Anderson, et al., 1993). For example, Fig. I illustrates the discrepancy between
steady-state theory and penetration data for RHA, using the value of RT derived from penetration rate
measurements (Hauver, 1992a). It is noteworthy that since the difference between the steady-state model
[based on Tate (1967)] and data does not increase with velocity, the discrepancy cannot be readily
accounted for by terminal cratering effects, which normally have a velocity to the 2/3 power dependence,
e.g., Christman and Gehring (1966). Nevertheless, the Tate model provides the correct trends even if the
quantitative numbers do not agree exactly with experimental values.
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Fig. 1 Comparison of Tate (1967) analysis and data from Silsby [111 for
tungsten rods into armor steel. P/L is penetration divided by length.

On the other hand, most proposed applications of hard materials are layered designs in which the hard
material is sandwiched between RHA or structural materials. Thus, penetration of layers of hard
materials is more relevant for armor design than penetration of semi-infinite materials. Tate theory is
more accurate for layers because effects due to deceleration are relatively less important.

The depth of penetration (DOP) test is very useful for evaluating armor layers. An armor element or
layer is placed on a substrate and struck with a projectile that penetrates through into the substrate. As is
now well known, the differential efficiency of a Lyer relative to a substrate is given by the equation:

eA = WRd- WRwc=WC

where WRef is the penetration density (penetration times density) in the substrate with no armor layer,
WR is the penetration density below the armor test layer, and Wc is the arial density of the test layer.
Thus, for example, when the differential efficiency is two, the test material is equivalent in penetrator
stopping resistance to a layer of the substrate that is twice as heavy. The reference material for
differential efficiency is usually RHA.

RT can be computed by several different methodologies. These methodologies are summarized in the
Appendix, along with limitations of their use. For the purposes of this paper, RT is primarily calculated
by two methods, both of which use DOP experiments.

DEFINITION OF PROBLEM

Our first interest is the optimum velocity for penetration by a constant-shape constant-energy projectile.
The numerical values provided by Frank and Zook (e.g., length-to-diameter ratio) were for RHA.
According to Hauver, the steady state value of RT for RHA is 53 kbar. Cavity expansion analysis
predicts that RT is proportional to flow stress, which is in turn proportional to Brinell hardness. Mil-
spec 46100 (high hard) steel is 1.9 times harder than RHA, so the value of RT for this material should be
about 100 kbar. Harder steels are also available that may have higher RT values. Therefore, we want to
extend the Frank and Zook analysis of penetration of steel to values of RT over 100 kbar. We will use
conventional steady state theory, which, as discussed above, is reasonably accurate for penetration of
layers.
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Ceramics have lower densities and similar RT values to armor steels. In this analysis, we will use (p. =

3.2 g/cm 3 (target density), which is in the mid-range of armor ceramics. Values of RT for ceramics
penetrated by rods vary from about 40 to 110 kbar.

Moreover, RT values for ceramics may depend on impact conditions. The strength of some ceramics,
like titanium diboride and aluminum nitride, is pressure dependent (Rosenberg, et al., 1992); strength,
and hence RT, may double over the pressure range 100 to 200 kbar, which loosely corresponds to impact
velocities of 3 to 5 km/s. Likewise, the strength of these ceramics may be strongly affected by impact
face confinement (Hauver, 1992a, Bless, et al.,1992). Other ceramics, such as B4 C, have been shown to
pressure soften (Kipp and Grady, 1989). Kozhushko, et al., 1991 have postulated a dramatic change in
RT values when u transcends CF, the maximum crack front speeds in ceramics. Values of CF in
ceramics are said to be 3 to 4 km/s. Values of RT for u > CF may exceed 300 kbar.

Thus, as regards ceramics, it is worthwhile to extend Frank and Zook's analysis to case of RT of over

300 kbar for target densities of about 3.2 g/cm 2 , and for cases where RT depends on dynamic pressure or
penetration velocity.

Hauver (1992b) has observed that Rt decreases during penetration of very thick ceramic tiles. In this
paper, which treats layers, we ignore this effect. We also limit our analysis to tungsten alloy rods, for
which pp (projectile density) = 17.4 g/cm 3 , and Yp (projectile strength) = 18 kbar (1.8 GPa).

OPTIMUM PENETRATION VELOCITIES

We first consider the case of a steel layer. We use conventional Tate theory (including projectile
deceleration) to compute the scaled penetration, P/L. We convert this to the case of a constant-energy

constant-shape rod by multiplying by (vo/v) 2/3 . The reference velocity, vo, was taken as 1.6 km/s.
Fig. 2 shows penetration as a function of v. As noted by Frank and Zook, there is an optimum velocity
for each RT value. However, the optimum becomes much broader for large RT values. Fig. 3 shows the
variation of the optimum velocity with RT. It can be seen that for high hardness steels, the optimum
velocity increases to over 3 km/s.

S1.0-9g

Il 0.8-

. .....................

0.23 4

v (km/s)

Fig. 2. Penetration as a function of velocity for constant-shape constant-
energy long rod striking steel.

The same calculations were carried out for a generic 3.2 g/cm 2 ceramic. This calculation was only
carried out to RT = 200 kbar, because for higher values the maximum became so broad the concept of
optimum penetration velocity had little meaning. The results are also shown in Fig. 3. For ceramics,
the optimum velocity increases steadily with increasing target resistance. Over the range that is probably
of greatest application, 60 < RT < 90 kbar, the optimum velocity increases from about 2.6 to 3.4 km/s.
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These results are not substantially altered by step increases in RT occurring when u > CF, for which the
maximum in the p/L vs. v curve is slightly drawn out. However, if materials of substantially lower CF
values were examined, the result would be to shift the optimum velocity to lower values. Increases in
RT due to higher dynamic pressure will have a similar effect in depressing optimum velocity values.

OPTIMUM ARMOR

Relative efficiency will also be a function of impact velocity. Fig. 4 is a graph of the variation of
efficiency predicted for hypervelocity rods striking layers. The efficiency of RHA is unity by definition.
The efficiency of high hardness steel (RT = 90 kbar) decreases, so that by 3 km/s, there is little advantage
to this material. Ceramics also decrease in efficiency. As velocity becomes very high and penetration
approaches the hydrodynamic limit, the efficiency of ceramics will approach (PRHA/Pceramic) 1/2 = 1.56.
Thus, ceramics will remain effective, but for hypervelocity they are less effective, and thus may not be
worth their additional cost.
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Fig. 4. Efficiency of armors as a function of impact velocity for long
tungsten-alloy rods. HHS is a steel with RT - 90 kbar, the ceramic
example is for RT - 60 kbar.

SUMMARY

We have shown how DOP tests can be combined with Tate theory to predict the response of layers of
very hard materials to hypervelocity impact. The optimum velocity for penetration, which is about 2
km/s for armor steel, increases substantially for these materials. Selection of armor for hypervelocity
projectiles should favor ceramic armor over high hardness steels.
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Table Al
RT Data for Two Alumina Ceramics

Proj. Tile Tile Alumina Substrate RT Method Reference
Mat'l Width Thick. Grade (kbar)

(mm) (mm)
DU NR NR high dens. steel 60±5 eq. A-4 Goc "

(AD995)

WA NR NR high dens. steel 55 eq. A-I Hau.
(AD995) 1992b

WA 150 23-37high dens, steel 65 eq. A-4 Woolsey,
(AD995) (large 1992

scatter)
59 eq. A-6

WA 75 25 high dens. Al 70 eq. A-4 Bess,
(H.P.) unpublished

WA 98 89 high dens. steel 65±9 eq. A-I Burkett, 1992
(round) (AD995)

WA NR NR med. steel 47±1 eq. A-I Hauver,
dens. 1992b

(AD90)
WA 150 25-50 med dens. steel 55±1 eq. A-4 Mariano &

(AD90) Woolsey,
1989

47±1 eq. A-6

WA 100 28-42 med dens. steel 65±3 eq. A-4 Anderson &
(round) (AD90) Morris, 1992

58±2 eq. A-6

Notes:
Projectile: All projectiles are long rods impacting at about 1.5 km/s; the material is either tungsten

alloy (WA) or depleted uranium (DU).
Dimensions: NR means not reported.
Alumina grade: AD are Coors Porcelin designations, and hot processed is Ebon A, a Cercom

designation.
RT: There are a lot of scatter in RT data; uncertainty estimates are based on data sets, including dividing

the standard deviation by the root of the number of data points, where appropriate. Uncertainty where
not given may be as much as 15%, which is a typical value of standard deviation in a test series. In
calculating RT, we used 18 or 20 kbar for WA strength and 12 kbar for DU strength.

Method: PR means calculation based on residual penetration, and extrapolated means linear
extrapolation to tile thickness where rod is fully consumed; u means calculated directly from
measurements of penetration velocity.
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APPENDIX: The Calculation of RT

There are several ways to compute the target resistance RT, with each having advantages and
disadvantages. The various methods are summarized here.

Experimentally Measured Penetration Velocity Method. The most straightforward way of finding RT is
to experimentally measure the steady-state penetration velocity. Assuming that the projectile flow stress
Yp is known (20 £2 Kbar), RT is found from the modified Bernoulli equation:

RT = Yp +IPP(V-U)2 1 Pu2 (A-I)
T 2 r ' 2

where v is the tail velocity of the projectile, u is the penetration velocity, and p is the density. The

subscripts p and T refer to the projectile and target, respectively. The penetration velocity is found by
taking a sequence of flash X-rays of the penetration process and differentiating the position-time data.
Unfortunately, this procedure must generally be performed in the reverse ballistics mode or with low
density materials (and little confinement) in order for the X-rays to penetrate the target and expose the
film. Further, RT does change with depth of penetration (e.g., see Anderson, et al. (1992)], but in the
quasi-steady region of penetration, RT varies very slowly. Although there are X-ray systems with the
ene.gy capable of penetrating large targets, e.g., 1-2 MV systems or larger, usually only one data point
per test can be obtained. Thus, a number of "duplicate" experiments must be performed with different
time delays for the X-ray pictures. Although impact velocities may be approximately the same, they are
never identical. Also, for very hard but brittle materials, experimental experience has shown there can be
considerable variability in target performance from test to test under nominally identical conditions.

Critical Velocity Method. Rosenberg and Tsaliah (1990) used the concept of critical or threshold
velocity, below which no penetration occurs. The critical velocity is given by the expression:

v 2( &-Y) (A-2)

for the case of RT > Yp. A projectile is fired at successively lower velocities until it does not penetrate
the target material; this gives vc. Then Eq. (A-2) is used to find RT. Several tests are required to
determine vc , but the procedure is straightforward. It would appear, however, that care must be taken
with the nose shape of the projectile; a hemispherical nose would seem to be the most appropriate nose
shape. The methodology gives a value for the target resistance near the critical velocity.

Layered Tate Model Method. Target resistance can change with impact velocity, which could indicate a
potential weakness of the critical velocity technique. But Rosenberg and Tsaliah (1990) adapted the Tate
model to compute penetration through a layered target. In their work, they performed depth-of-
penetration (DOP) experiments where a relatively thin ceramic tile (12-20 mm thick) was bonded to a
"semi-infinite" steel backup plate. The residual depth of penetration was measured in the steel substrate.
The authors report good agreement between the results from the layered Tate model, using the RT values
obtained from the critical velocity experiments, and the measured depths of penetration.

The use of the layered Tate model has been extended to analyze DOP test data, i.e., critical velocity
experiments were not performed to obtain an estimate of RT. Instead, RT is varied in the model until
agreement is reached between the model results and the measured residual penetration (Rosenberg and
Tsaliah, 1990; Yaziv, 1992). In application of a layered Tate model, assumptions must be made on the
transition of penetration from the hard layer to the steel substrate. It is also assumed that the penetration
process can be described as nominally steady state, in both the ceramic and the substrate, since the Tate
model is a steady-state model.

Average Penetration Velocity Method from DOP Test Data. The depth of penetration into the substrate
can be used to obtain an estimate of the penetration velocity in the hard layer assuming that penetration
is steady state in both the hard layer and the substrate (the steady-state velocity, in general, is different in
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the two layers). An estimate of the projectile eroded, AL, in going through the hard layer is needed. AL
is found by assuming that penetration into the substrate is proportional to the residual rod length, i.e.,:

L L-AL (A-3)

where P_ is the depth of penetration into the substrate material with no hard layer, Lo is the original rod
length and PI is the measured residual depth of penetration with the hard layer in place. With these
assumptions, the penetration velocity in the hard layer if given by:

V

(I + AN(A-4)

Equation (A-3) is a reasonable approximation for impact velocities between 0.8 and 1.8 km/s for
tungsten-alloy long rod projectiles into armor steel. In this velocity regime, penetration is linear with
velocity. However, above 1.8 km/s the penetration curve begins to saturate with impact velocity, and
the linear relationship is no longer valid. On the other hand, what is particularly nice about this
methodology is its simplicity; there is no need to run the Tate model, as in the preceding and following
methodologies.

Extrapolated Tile Thickness Method from DOP Test Data. This methodology uses the residual
penetration and the tile thickness to estimate the depth of penetration Tc into a semi-infinite target made
of the hard material. It is assumed that the residual penetration is linearly dependent on the thickness of
the hard layer.

P - T

P_ TC (A-5)

Tc is the thickness of the tile to give zero residual penetration. Equation (A-5) can be rearranged to give
the following:

TT&.

P- -P (A-6)

Once Tc is known, RT is adjusted in the Tate model until the depth of penetration predicted by the model
gives Tc.

This methodology works over the entire velocity range of the preceding methodology, but it can also be
extended to impact velocities above 1.8 km/s. Although the Tate model is used iteratively to find RT
similar to the layered Tate model methodology, no assumptions need be made concerning the transition
of penetration from the hard layer into the substrate material. However, the larger the residual
penetration, the more critical the assumption of linearity in Eq. (A-5). In general, linear extrapolations
are reasonable, even for rather nonlinear responses, up to approximately 10% change. Clearly, the more
linear the response, the further the extrapolation can be made. In practice, residual penetrations have
often been over 50% of the semi-infinite penetration.

Summary. Each of the methodologies is based on application of steady-state theory, and in particular,
application of the Tate model. But each of the methodologies, aside from the steady-state premise,
invokes different assumptions. Three of the methods for determining RT use the DOP test: the layered
Tatz model method, the penetration velocity method, and the extrapolated tile thickness method. As
contrasted to the critical velocity method, where a series of tests must be performed to find the critical
velocity, only one DOP test is required to estimate RT. This is really academic, however, since the
scatter in ceramic DOP test data generally mandates that a minimum of three DOP tests be conducted at
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nominally the same impact conditions in order to obtain an averaged response. The DOP test measures
the performance of the ceramic in an pseudo armor-like configuration (e.g., see Anderson and Morris,
1992), and at the nominal impact velocity of interest. Implicit in a DOP test is that there should be at
least several rod diameters of penetration into the substrate to avoid the very rapid deceleration of the tail
velocity (that occurs in the final stage of penetration) as the projectile transitions between the hard layer
and the substrate. The linear extrapolation method is least affected by a very small residual penetration.

The value of Yp assumed for the flow stress is not particularly critical in any of the methods. Armor
steels have values of RT that are 50 kbar or larger. The uncertainty in Yp is approximately 2 kbar,
i.e.,Yp = 20 ± 2kbar. This uncertainty (some of which is due to various investigators using different
tungsten alloys) has only a 4% variation or less on RT. If the Tate model is used to find RT, a variation
of 2kbar makes only lkbar difference in the value of RT.

Table A-1 compares calculated RT values for several sets of DOP experiments. Reasonably good
agreement has been obtained for target resistances of ceramic tiles calculated using the various
methodologies. This is encouraging, and suggests that the concept of a target resistance for hard
materials is fairly robust and that it can be used to quantitatively rank the ballistic performance of a hard
material.
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ABSTRACT

Experiments have been performed on NASA state-of-the-art hypervelocity impact shields using the Sandia Hypervel-
ocity Launcher (HVL) to obtain test velocities greater than those achievable using conventional two stage light-gas gun
technology. The objective of the tests was to provide the first experimental data on the advanced shielding concepts for
evaluation of the analytical equations (shield performance predictors) at velocities previously unattainable in the lab-
oratory, and for comparison to single Whipple Bumper Shields (WBS) under similar loading conditions. The results
indicate that significantly more mass is required on the back sheet of the WBS to stop an approximately flat-plate par-
ticle impacting at 7 km/sec and at 1() km/sec than the analytical equations (derived from spherical particle impact data)
predicted. The Multi-Shock Shield (MSS) consists of four ceramic fabric bumpers, and is lighter in terms of areal den-
sity by up to 3311, but is as effective as the heavier WBS under similar impact conditions at about 10 kn/s. The Mesh
Double Bumper shield (MDB) consists of an aluminum wire mesh bumper, followed by a sheet of solid aluminum and
a layer of Kevlar® fabric. It provides a weight savings in terms of areal density of up to 35% compared to the WBS for
impacts of around 10 km/s.

1. INTRODUCTION

There is an increasing requirement to protect spacecraft from the serious threat posed by naturally occurring meteoroids
and human-generated orbital debris in low earth orbit. The meteoroid threat is primarily dust size particles having an
average relative impact velocity of 2V kmn/sec: for very large, long-duration spacecraft, th- probability of an impact by
a larger particle of human-generated debris becomes significant. The orbital debris size distribution of this "space junk"
ranges from micron size flakes of paint to inactive satellites (Kessler et al., 1989). The most probable size of impacting
particles for spacecraft such as the Space Station Freedom is expected to be in the millimeter to centimeter range. The
practicable passive shielding capability for such a spacecraft will defend against a particle up to a few centimeters in
diameter with an average relative impact velocity of l0 kmn/sec. Other schemes such as avoidance maneuvering will
need to be implemented for the larger debris that can be tracked by radar and other means (interagency Group, 1989).

The need for low-weight passive hypervelocity impact shielding is obvious, and NASA has been instrumental in the
area of spacecraft hypervelocity shielding research. Several innovative low-weight shielding concepts have been de-
veloped by NASA including the Multi-Shock Shield (Cour-Palais and Crews, 1990) and the Mesh Double Bumper
(Christiansen, 1990). The velocity limitations of existing two stage light-gas guns resulted in a research project using
the Sandia Hypervelocity Launcher (Chhabildas et al., 19 92a, b) to attain even higher impact test velocities to charac-
terize these new shields. This paper will discuss the results of these experiments.

2. DEBRIS SHIELD DESIGNS

2. I Whipph, Bumper Shield (WBS)

The conventional shield that has been used to protect satellite systems from hypervelocity meteoroid impact is called
the Whipple Bumper Shield (Whipple, 1947). The effectiveness of this shield comes from its ability to fragment the
impacting object into a debris cloud which is solid, liquid, and/or vapor, depending on the impact velocity. The WBS
typically consists of a single sheet of aluminum, called the bumper, which provides a surface away fromn the hull of the
spacecraft on which an incoming particle of debris can impact. By the time the resulting debris cloud reaches the space-
craft, it will disperse and the kinetic energy density will decrease. In the present study, the Whipple shield design con-
sists of two spaced aluminum sheets: an aluminum bumper sheet separated from an aluminum "back" sheet For the
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present investigation, the back sheet is intended to be an element of the shield rather than a hull plate bulkhead or a
pressure vessel wall. Two thicknesses of bumpers were tested in this study: 1) 0.30 mm thick 20)24-T3 aluminum, and
2) 1.27 mm thick 6061 -T6 aluminum. In all cases, the bumper was placed 305 mm in front of the back sheet. The results
of a few WBS tests have already been published (Anget a/., 1992: Chhabildas et al., 1992c: Hertel eatl., 1992,. Some
of these results are summarized here, providing a baseline for comparison to the more advanced shielding concepts.

2.2 guhi-.S'ha' Shield f MSS)

The Multi-Shock Shield concept (Cour-Palais and Crews, 19901), is based on the use of a number of spaced bumpers
placed in front of a back sheet element to excite the projectile impact debris to higher ink,. al energy states (and tem-
peratures) by repeated collisions. The final state of the projectile and shield material impacting the back sheet depends
on the initial impact velocity, the mass density of the first bumper. the number of subsequent bumpers and their mass
densities, and the spacing between the individual bumpers and the back sheet. An optimally designed MSS could result
in a significant weight saving over the conventional WBS. primarily because the back sheet will be much lighter. The
MSS used in these tests had four Nextel® BF54 or AF62 ceramic fabric bumpers (Fig. la) spaced 76.2 mm apart. with
an aluminum alloy back sheet the same distance behind the last bumper. Nextel( is the trade name for the high-tem-
perature. ceramic fabrics made by the 3M company. BF54 is woven from fibers composed of 701h aluminum oxide.
2X14 silicon dioxide and 214 boric oxide and has an areal density of 0. 108 g/cm2. AF62. on the other hand, has the same
weave but the fiber composition is 6214 aluminum oxide, 2414 silicon dioxide and 14'/( boric oxide, which makes it
lighter at R. 100( g/cm 2. The back sheet was 6061--T6 aluminum with a thickness of 2.0)3 mrm.

bumper# N 1 -2 f 3 0 4 (a) MSS

(NexBack sheet:s Al

"[ disrupt projectile -- =--
"k d isperse debris , --. ....

== • - =---Back sheet: AlN

resist impulsive
loading

First bumper: Al mesh bumpt # I
" disrupt projectile Third bumpr:
" disperse debris Kevlar®' fabric

de.I slow debris cloud
Second bumper: Al • stop

"melt/vaporize ]aimn (b) MDB
projectile fragments 51 203 mm

mmii mml

Fig. I. Advanced Debris shielding concepts: (a) Multi-Shock Shield. (b) Mesh Double Bumper.

2.3 Mesh Double Bunper Shield (MAIB)

The Mesh Double Bumper shield (Christiansen. 1990) provides weight savings of approximately 50(1, at two-stage
light-gas gun velocities for a sphere compared with conventional dual-sheet aluminum WBS's. The MDB shield is
based on the concept of a dual bumper system with an initial mesh bumper that disrupts the projectile. followed by a
high strength fabric layer that slows the expansion of the debris cloud prior to contacting the back sheet (Fig. I b). The
mesh is composed of overlapping wires in a square pattern. Where the wires overlap, localized mesh areas with greater
bumper thickness are created which contribute to the disruptive forces exerted on the projectile by increasing the shock
duration in the projectile during the impact event. Generally. in two stage light-gas gun testing with projectile diameters
of around 31) mm, the mesh is selected with wire-to-projectile diameter ratios from 0.07 to 0(. 10. so that 4 to 6 wires are
".cut" by the diameter of the projectile. In these studies, an MDB was tested with a mesh that would be effective against
a spherical projectile with the same mass as the thin HVL flyer plate.

The MDB shields were also subjected to HVL testing. The mesh consisted of 0.3 mm diameter aluminum wires in a
-12 by 12 per cm2 square pattern (the first series of tests used 0.58 mm diameter wires in a -9 by 9 per cm- square
pattern--see Christiansen. 1990). The second bumper was a continuous 0.635 ram-thick aluminum 6061-T6 sheet
51 mm behind the mesh. A third bumper consisted of a number of sheets of Kevlar®'ý 7 1) mounted 203 nan away from
the second bumper and 51 mm in front of the back sheet. The MDB's that were tested had Kevlar' R bumpers consisting
of between 4 and 6 layers. The 6061-T6 aluminum back sheets that were tested were 1.6 to 2.0 mm thick.
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3, HYPER\T LL(CITY INIPA(T E-XPERIMIENTS

At\ the lo%,.er end] of expectedi debris impact velocities, the degree of damage to various shield contiguratioiis can he
genera lly predicted LlUitC wýell bot h %. it h analyrtic metho ds ('our- Pa liis.. 1969: Wilk in son. I L()6) and h 'dit d\ viia .Nl
Code SilILIkIat ion's (Fleriel v ial. . 19902. At imipact se Ioc j jes he loss abhou t 7 k nil'.. these calc ulat ionis h aw behen iia iated
ss ith experiments performed onl twi-stage light gas gun,;. With the recent des lopment at Sandia National I ahorait ie'.
ot'a hyperselocity launch capability (Chhahildas eir al.. 1 992a, h) it has becomne possible to perform expeii ment' s mer
the velocity range oif 7 to 12 kmi/s. This higher \elocity regime ha'. presiousl\J been inaccessible for graml-sued plate'
hut is necessary to ev aluate \.arious debris shield configurations in the mass and velocity regimle associated ss ith the
hulk of orbital dlebris.

3.1/ The' llvitert . /ocjv Lawntlu'r(IlL

Thou~gh the hy porve loci tr launcher at Sandia has been describe(] elsess here (Chbahildasea 199l. I02a~h) it \% ill be sum-
marized briefly here. There are theoretical as wkell as practical limitso(n velocities that can he attained hr is.%o-staee livlit
Oa'. guns (Charters. 1 987. To lautnch flyers to hypervelocities (iii the range of 7 to 12 kmi/st. higher loading pressures,
are required. These higher velocities are attainled hy a scheme in wkhich a fraction of the mnloentuin Of a projiectile

lauchdtfoma o stage lgtasgun is transferred to a lihe. ttoary flyer plate. A multi-step-Nhtickless" load-

ing is reqluired (to accelerate the plate w\ithout melting or fragmenting it). This is accomplished by mecans (t a graded-
density laver that is carried hy a projectile and inmpacts the flver.

The dliameters (if the flyer plate assemblies used in this set of experiments varied from 17 to Ii) mim. Thle liver deforms
somewhait as it is accelerated. so at impact its diameter and effective areal density mar be different ( see FiL, .3 aiid! sec-
tion 5). There is alsot a later arrival of debris associated1 with the launch of the flrer This -launch dlebris' is mtade up if
remnants of the gradle(1-(ensity impactor and the rest of the projectile, as well as ptortions of a Luard ring, and debris
generated] by its impact on a stripper. Because of this ancillary (debris from the launch, there is a limlited timle framle
(duritng which useful dlata can be collected. The estimated time of arrival of the launch dlebris at the shield assembly
marks the end of the time window% for useful "real-time" data collection.

3.2 1)iIJQwmtri4 .\

B'1'%o primlarv methods oif instrumentation were used to record data from these experiiments: flash x-rays and fast framl-
lug photoigraphy. The x-rays \eeprincipally used todetermine the velocity of the fiyer and its Codto utpirt
impact onl the shield assembly The framing cameras recorded the propagation and evolution of the debris clu~ids gn
erated by the impact on the bumper shields, !~nd monitored the condition of the back sheet. In a few% cases. flash x-ravs
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I trajectory. mer#

<Al.. ----- flver trajec tonys 9.97 km/s
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Fig'. 2. X-ray imagt.es of firer aind x-t diaurants for -ISC- 19.



ssýerc also Used to capture the shape and position (if the debris cloud a f'es microseconds after impact of the ffier. Be
cause oll present space limitat ions, these Images \%ill be discussed in a subsequent report 4 Hoslough etr tl.. I 'i3 . Ses -

era! flash x 'ssreset to tire III SeqcejIIC to capture the tlyer at variouIs positions alon~g it', tli~'ht path. [he first three
x-ray mnages, of' the launch sequence are depicted1 in Fig. 2 for experiment isc( 'I . To determine the position 4l the
flser thle pos tion of it,, x- ray inmaL'e ssas mneasutredl ret at se to markers onl a calibrat ion rod thait s as placed a11L inlt'h
boreline tol calibration x-ray s prio r to the e xpet imen t The Ii ash timne Iit- each \ - ay \s a- recoirded on a tclll mii tote
base \%filh a Le(t S'r ~28 (ticti/er. To determtine the flyer selocity. a data point correspotdirti to each \-tax itiage, ss as
plotted it) thle s-i ptane. and a linear regressioti .\as performed. SuIch a ptot is, shossn tot experitnnt JS(- 11) in Pi.2.
The originl 4 tilte pltt is approximlatet at the timeI an1d position ot projectile n1tp.10 tot the ;il er. To deterimine the%.I
diltion of thle -Ive r at1 i tnpac I.t ss as [ima-ecd bs rican s offtiash Ii x - ray igjlýd ig t ploc o(i imr l

I iL, ;a . i ma-ces 4i the II 5cr conmditioni are reprod~lucel for ses eral SI seLetedt expert Cinetts. In s tnle e speri inci(Its. dhe
lal~iniict debt is dect IbedI iii sectioni 3.1 .\ as, iaeLmi usiti, flash x-ra~s and It', selocity ',\a, (eletermittd +1i2 2 . B\ ex-
titapttat ing its titatec toi into the bai k sheet position. the t ime lsin o t' fruse but datd acoIllc mti~l Call be C1t iii ated.

S It)F V I FW

6,W\ tV~I

(a) b

P-igL. 3. at PIFltsh x-rav photographs of flyers. (0i) ' hematic of framing c amera fields ot'\ itew

I,.3 t~nmii" Phott i itrmptI

In nmost of the expel iments. tvs o fratning cameras \viewNed the shield assembly' fromt the side. Because the framirten caiti-
era iniages are emphasized in this paper. a schematic representation of the s iess% from each camera is depicted in
HiL. 3tb). III this example. the Whipple shield ~onheiuration is sho%%ni. The effect of perspective from the cameras .S
"seen, and it is clear that the grid in the backgrountd cannot bec useid as a direct sca!- for position of the djebris. he debris
frott is assumed to lic tlotng an extension of the boreline of the gurt, and is therefore Closer to the catmeras atnd has a
different wactiibicatioti factor. Calibration imaves ss ere taken %s ith a rufler onl the borelirte to determinte the ratio of ia,--
nlificatiort factor onl the horelitie to that onl the gridplanle. since the gridplane is % isible in the shot images, it canl ble used
I,% ith the measured ratio ito determine the appropriate magnihicatiotn factor. The schematic nature of :ie!. 1 bt should be
emphasized, the pcrspe us c is evaeeerx-d. and it) realits- the i\% o side camera' s-ies the Scene from11 iniffereni andecs.

4. RFS1' LIS AND DISCI SSION

N u to cn tu s ex per imentis haw beeni perfo rmned onl the three difftemen di nebnil shsId I.' Ilcnt1Ui rat ioiins: paranmeters thIiat ss crc
\ar ied intcludmed tlyvr itmateriat. !-MaSS. ati~l do %COi(\. Niot all these c pen itnertis are disLIus.sect in be til here: inte iadl Se era!
ss cre c hoseni to hi g hi g ht t he effects of particular differentces, ii cithter the- \ pen iteti at re sul ts or the inmpact coniguiti ra-
liin. Inl this section, the test resntils at ifmr act %cioc it ics o f about 7 aid( IIt kti s are suminari zed Ill det 'Ii ft r iii- Wletcited
ex pe riminetis. The imipact I ond ifion s are ci s ci in I b'ble 1 . W hentic er a ciN s ,' test resulIted inl a riipt nrc of thle back sN heet
d ne( iii interat, liotn %k ith the debris genierated 1b, the imtrpact of the hflyer on the bumper. the test ss as class itied as "fail".
Wheni the hat. k SheetI i cilIa ned u tti st nriled. ir \A, as de" tied with out rupt urinrg (we' .efhi d urition of the cx peri -
meitII. th1tiI it ss As Classibied it, -pass''. InI a f'e%% tests we obsers cm oinor ''pinhole" pen, lion., that did riot conittinue toi
cross\. 'These Ascre classified as, "threshoild-' ests.

4.1 / It iplqi' Bum1'i- .Shield

4. V . 1 pe rippi'orew .'. 1Ibis c' xpertinentl cx ati nedilthe response (it f: Whti pple bumper stieil d to the iInpiL cI If it 71%'7 1 j!
alitmintiroi b]\ cr itt 7. 10 kiit,,N. Thle htttper thit kimess s\ as t0.3t 1 11it1. %% hich " its chiisen onl thle basis itt Icalt. waled I ull
titettting it a O's. L!. 1 lt itit ihiamieter. I tmtn flat flyer ittt(, curie notrma Itio the l-'n tper sirt rfces. '[he hit k s hict t hiic kniess
%%sas .1.06 miltl. atdtil te dinstatCe hLi isCIt the MO i atlLTifiiiiiiit sheetsI ssAsI 305 tnilnt. Il li -l .4lith- sfide s ic\% tralinitiNc '

iiitenIie it Imnages i, shiss ii. The titlites &tssiiitatd ),6ithi c~t 11IAiV frame areML r10ts tilte estiimated tithe o iiiipact tin thle
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4.101td 1ttlitililICS it' crtlss inidicatingt Ithat the back sheet has rupitired.
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flyer velocity is also plotted (this would be the trajectory of the flyer in the absence of the shield). Because the back
"sheet clearly ruptured at an early time, JSC-3 was classified as a "fail" in Table I.

4.1.2 Eipetrinw't.ISC-5. Because flash x-ray images of flyers show that they tend to be tilted as well as bowed, their
areal densities are higher than if they had remained flat. For this reason, a thicker bumper than that used in JSC-3 would
be required to provide the same amount of irreversible shock energy per unit flyer mass, thereby completely melting
the flyer. In JSC-5. the bumper thickness was increased to 1.27 rmm. The debris structure and evolution was similar to
that noted for JSC-3. with a separation into a dark mass and a brighter, faster envelope. Side and back views were shown
by Ang et al. ( 1992). where the leading edge of the outer layer could be seen to impact the backsheet between 37.8 and
42.8 pIs after bumper impact. The photo-visual velocity of this debris was about 6.8 kn/s, and that of the dark mass wx as
5.6 kn/s. The back surface view of the back sheet showed that some deformation had taken place by 57.4 PIs. but 45 PIS
later the sheet was still intact. Because the back sheet remained intact up to 11t1) (Is after bumper impact, JSC-5 was
classified as a "pass".

4.1.3 E.pet'ri-nt .IS('-9. For this test, we returned to the original Whipple bumper thickness of 1.3() mm, but the impact
velocity %%as increased significantly to 9.52 km/s. The debris cloud developed very rapidly (see Anget al.. 1992), with
the outer. brighter cloud expandin, more rapidly. at about 12 km/s. It remained roughly spherical. and was tenuous
enough to be transparent. The inner, darker cloud expanded more slowly, at 9.7 km/s and retained a more prolate shape.
It appeared to he more dense, as it obscured the view of the grid in the background. The structure of the debris was
qualitatively different from that generated by lower velocity impacts. but the outer envelope seen in those experiments
may be related to the outer cloud observed in this one. The most reasonable interpretation is that the outer cloud is vapor
and small droplets of liquid condensing from it, while the inner cloud consists of dense, mostly liquid debris. The back
%iew framing sequence indicated that the backsheet was not penetrated until 6t=40.4 (Is, after which damage proceeded
Scry rapidly compared to shot JSC-3. This is IN pIs after the outer low density debris cloud arrived at the backsheet.
and is consistent with the arrival of the dark, inner cloud. The results of test JSC-9 were clearly classified as "fail".

4.1.4 Evperinu'ntr.IS'-12. For JSC- 12. the thick (1.27 mm) Whipple bumper was used with a high velocity (9.92 kin!
s) flyer. In this case, the flyer mass \%as reduced to 11.5103 g. by using a magnesium plate. The side view sequence (Fig.
7) shows that, like JSC-9, there is a clear separation of the debris cloud into two distinct components. Also as with
JSC-9. the perforation of the backsheet appears to take place significantly later than arrival of the faster cloud. The outer
debris velocity for JSC- 12 was determined to be over 15 kn/s, and that of the inner cloud was about 101.6 kn/s. Because
there \kas no apparent growth of the hole after the plate was penetrated. JSC- 12 was classified as "threshold".

2.4 P s 6.4 pIs 1M1.4 ps 14.4 (Is 1.4 NIs 22.4 ps

Fig. 7. .IS('- 12 side \it,,% II( .



-V2 .A1olr-ShottA Shield

4.2.1 Ltpriien't .IS( IS. This \Nas the first test inws oR tog tile MSS cotificurationl Made Up of the 131-54 Nextel fabric
as describied fin section 2.2. Thle flyer '.% as 0t.790 g oft alumlinuim, and it w as launched to a %elocity of 9.60 kin/s. The

tinal \ -ray tad iog raph of thle tl ei bfrimpac t indicates that it consisted of a large piece w ith ',omie small t rail jig frag-
ments. The side iew% framing itnaL'es shoss it in Fig. 8 indicate a some%\ hat different debris cloud1 Lie\eloptnent and1 evo-
lution1 than \\ as observ ed in the Whipple bumper exper iments. Most tbote%% orthv is thle tact that the debris front \elocitv
slows dossn with each subsequent shield interaction. For example. at 6t=6.5 ps. the debris from impact on the first
sfiCied hasi just arrived at the second shield. as indlicated by thle brighltly glow\ing area oin the (lowirailge side of thle sec-
onld shield. By 16.5 ps. debris has arris ed ait the third shield, but it is another 31) ls or so before the main m1 ass of debris
hits the fourth shield Another feature of n-mc EN tile apparent generation of multipfe (debris fronts that behave dlifferently
Upon in-a in\%ihth hedlyr.I the 16.5 ps frame (when the dlebris is betseen shielos 2 and 3). tss o di~stinct
debris types c~an he seen ss hich hav e much inl common "s ith those idetttitied for shot JS('-9 and JSC- 12. Thle behav.ior
of thle debris fronts \\ ber tile\, arrix e ait the Nextel shields supports the previous identifica~tionl of thle diffuse. faster
front \.% ith \ apor and mist, and thle sloss\ er front %\ith (dense solid and liquid. The debris in the faster front appears, to pass
though the holes "in the fabric %\ ith little interaction. This effect canl most readily be seen in ttpper part of the 26.5 pIs
frame. ss here the faster front is approximately continuous across shield 3. whereas the bright, ,lowecr front sho%% s a d]is-
-continuLity. These phenomena are (discussed further in section 4.2.5. In the back v iewk sequence (not shown)il, the first
tindicat ion of (alamw e is riot until a bout 1 46 ps. so ,1SC- 1 5 is a "pass"'.

0.5 ws 10. 5 ps 26.i ps 30.5 ps46ip

F-i,_. X. IS('- I 5--side v iew

4.2.2 Expeimw-nent .ISC- IN. The only difference between this test and JSC- 15 was the lower flyer mass j0.599 0. thle
slightly higher impact velocity (9.N5 kmn/sI, and the condition of thle flyer hefo. - impact (fully intact but bowked-see
Fie. 3). The (debris cloud imatges (Fig. 9) are qualitatively similar, but have a greater degree of axial symmetry. possibl\
due to the more symmetric condition of the flyer at inmpact. The (discotntinuity of the (debris front onl either side of each
shield is more ext-rtne (gi i ng rise to a ''wedding cake"' like structure). In this case thle (liffuse. faster front also appears,
to be discontinuous. There is some evidence for a third conmponient of debris: a roughly spherical bubble centered about
apoint trios img dowrtrange. One such bubble call be seen growing, arid tmoving dos% nran-e in the thirdi intershield space

betseen 23.6 and 38.6 ps. After 3S.6 ps. a similar bubble evolves in the last ittter'hield space: it is sharpest inl the
43i.6 ps itmage. The JSC'-IX data w\ere divided into four sets. each corresponditg to front Measurements within one of
the four 76 mim-wide iritershield spaces. Each set of data (some containing only tss o Points) ssere irtdependently hit to
a straii'ht litne to estimnate the \elocity. The approximate v eltc it ies determinfed inl thisway ssere. in chronological order-
I5. 9. 4. and 6 km/s. B3ecause of the small data sets artd the relatisely farLce uncertainties these velocities are estimates.
but the general trend itndicates a decrease itt velocity with each shield interaction. Inl this experimnert. there ss as a long
delay hetsseen the L-stinlatedi time of arrival of (lebris upon the back sheet and the first sign of datnage. so JSC- IX is a
'pas-s: the rupture \.\as caused by the ancillary "lautnch*' debris.

23.6 ps 2N.6 0P1 3360 ps 3 Is 6 ps 43.6 ps 4S. its'

4.2.3 F-it primoent.1Sf'-194 The onI11 su bstan ti d(i fferenmce b1"etss ee t It test and ISC( - IN S sas fitt the chIoice of Ne stel .
lIi this c ase it wAas 131-54 ''sfled''. i.e. heated %% fitl att anti -irritantf coatittc so that it tatn be handlled tnatuallv). Thle mtass
ittd selocity of the aluminitum liver wxere alitost thle samle. ait 0i.634L atid 9.97 kittt,s te spect is ev. [hle es oflit itn attd

slt ape of the idebri s c~loud s a re remarkablIy siminlfar for bothi e xpermn tst ( Fig. M f). The g ri mst hi and tmot iott of tfite debris
bitbbl e at 24.X and 29).8 p% is part icutlarty c ~lear atti shtarp. A nt ther feat nrc calit also be seen fitt the ISC( - I9 imtragces.A



Luiniforund y -spaced pattern appears jlust aft of' at thle third shield (approximate center of' field -of-view I. The horizontalI
sticakine oif these features is consistent with debris streaming through a periodic pattern of holes in the s% in en fabr ic
shield. IPositiion -time hi stories are- plot ted in Fig. 2, with optimal linear lit s inidcat ing a decrease in debris vel c ityV from
1 4 kml/-, behind the fi rst shield to 5 kmi/s behinidm the thrd, in general agreement with JSC- IN~. Also plotted in Fig. 2 is
hie time of* the last inmage ot the bac~k surtface of' the back shee t befokre the h rst indlicat ion of' pernetratiion.These imla ces

,iono damage to the back sheet until about I So p s alter the fly~er impacts onl the first bumper. so JS( - 11) is a "'pass".

ISps 24.N' ps 314.14 ps 44.1" ps p

FI, W. Ii 1) sd ie%% (11)

4.2.4 1-~irm' IS 2.1hstest w~as similar to thle preC ioUs two. but made use ot'lighter-weight AI-62 Nextel - . The
aluminum flyver mass witas 0.594 g, and the velocity was 101. 12 kmi/s. The flyer t'as intact lust before imipact ( Fig. 3. but
it appears be quiite rre g Lla rin shape comipared to the previous two experiments. This irregularity is probably thle reason
for- the somnewNhat less symmetric debris Cloud form11 seen] in the side view sequence (Fig. Ii I 2a .I lowe\ er. thle mlain
feCatI tirs oted be fore are still present. Betw een 1 3.5 antd 1 7.5 ps. at mov ing debris buibble canl be seen in add it ion to an
outer diffuse anid inner, denser Cloud. Further downrange, it can be seen that there is actually more than onte diffuse
debris cloud. This is miost apparent at 401.6 ps in Fig. 12(a).

1.5 ps 5.5 ps 9.5 Ps 13.5 ps 17.5 [is

11c.I. JS( >20 -side \it.\\

For this experiment, anl attempt wasimade to determinle timle-position data for all the debris fronts. These are plotted in
Fig. 12(b). where different symbols are used to denote different (debris fronts, and~ the calculated velocities correspond
onily to the fastest, outermost front. T1he back v iew of the back sheet shows that it is still fully intact as of 1601 Ps after
impact onl the first bumper. so this test wats a "pass'*.

-10.0 ps 4S.0 ps 6 0 -7T
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F-ig. 13. 11 Ivpo t heical IexoIILIutiOil o f \1SS debris cIoloud.

4.2.5 Pi) n 0vx 1 o/ AIf SS I )broAI FvolInri i. The tl\ver imparct amld StihIeqCLaIIt iliteracitoti hetxx een debris itontN ani ad-
dlit i ona INh je Id I ayerN clecarly leads to aI richer. mote complIicated st ruct ure a t(d ex Ii t iOIm of de hris f firl, S hiheld asxNem-
hvill cotapa ri Nl to that for thle Simtp!le mletal! c XV S. Fig. 1 3 dIepictsx a hpl Si mpilx ipf iedtinate rpretation ot the on 12i,-ii

of thle \noMIMI patNs Of thle debris clou~d. The figure Shoxx s at NetjueTce of Schematic Snapshots of' the dex elopmentm of an1
idealiled dehbriN clouid ax, it ptIOLIlCSeCe thr-ouch thle first mx o shields. Fig-ure I 3(a) ',ho%% the utructure of the dehris Short-
I\ afer imnpac tt il \\ hiichi timie it iias S eparated in to m xi o itfllpO te at x: A. thle apor CI ot. atiti B. tiie deanse NO li/ii.'I q iid
deb is I)ubble. The N it at iil m Nhi 11 ill FI. 13(h) i fithe insNtanlt the dense tdebris N ubble arri es at thle Secod ShitN el d. A
portion of tile \aplot loud A1 hat, already passed through thle porouxN fabric. Li\ inc, rise to \apor Li out1d C inl tile NeCO ad

Npace.Figur 13cL )depicts tile NitttatIOtl after theile aiti hobble B has col lide.d vx ith the Second NShieldi. 'File Naplr cl ititl
C hiaN prl pagated do\ xx t-aa ce. and the tmaNsN conacenttration (11o ti rer miaterial at tile apex\ of bItbleC B ge tie rat a paillill

diebris comlpotnents. 1) atid I:- that are atialmgotiN to A attt R froml the original imlpact. Finally, tile Nkill of bubble B
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ShieleId, tile atimher oif ie bri N comttponenlts "xill incact aNe niltc h more rap idly than the autiliher 11bser eti til tile tnt t1L i1
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4.3.2 Experiment P11-3. In this test, a (0.794 aluminum flyer hit an MDB at 9.6 km/s. A more massive MDB was used,
with five layers of Kevlar in place of the four layers used in the previous experiments, and with the aluminum backsheet
increased in thickness to 2.03 mim. The framing images in Fig. 16(a) show the debris approaching and impacting the
second (solid aluminum) bumper. and the debris cloud that is generated from that impact. The ',elocity of the debris in
the first intershield spacing was about 7.5 km/s. However, a faster, more tenuous front is also visible. The debris in the
second spacing was moving at a remarkably high velocity of nearly 16 km/s. This increase in velocity at the second
bumper for 10( km/s impacts has since been contirmed by other experiments on MDB's. The lowxer. post-Ke,,lar debris
velocity of about 5 km/s is a lowxer bound. Because the backsheet did not suffer damage until .ell after arrival of an-
cillary launch debris, experiment P11-3 is listed as a "'pass*,

(b)

(.-t) U positions of bumpers and back sheet

3. 0 is 7T( ps I .0 Ps position of first debris front

r0 first debris front, side view 11

40 / -

P11-3 1/

>4.7 kmn/-

(lower bound)

S20 15.8 km/s I £0

I •)
velocities of first

5.11 Q.) P(s 13.0) ps -7.5 km/s debris front

1Fi. (6. a P11-3--side vicv.. 0 5 10 15 20 25 30 35

(b) P1l-3--x-t diagram. 6x (cm)

5. ANALYSIS AND COMPARISON OF RESULTS

The analysis of the shielding concepts reported in this section is preliminary because the flyers are bowed in shape as
opposed to the flat disks that have been considered analytically. In some experiments, the bowed disks are skewed or
tihed as well (Fig. 3). so the initial impact is no longer an axially symmetric process. Irregular impacts are far more
likely than geometrically simple impacts to occur in orbit, but they are more difficult to simulate with computer codes.
Some modelling of the flyer and first bumper interaction is needed to understand the complex fragmentation that takes
place. The purpose of the present test series was to extend the shield development undertaken with spherical aluminum
flyers at 7 km/s (Cour-Palais et al., 1992) to higher velocities. However, it is possible to glean some interesting results
if we consider the relative areal densities of the intact flyers and the shields.

Radiographs of the flyers taken prior to impact (Fig. 3) show that the curvature of the disks reduces their effective di-
ameter. Given a disk thickness of I mm and diameter of 19 mm. the mass of an aluminum flier is 0.77 g and its areal
density is about (0.27 j/cmr3 . If the curvature decreases its diameter to a chord of 17 rmm. the areal density increases to
a mean ofabout ).34 g/cni . The diameters ofa number of flyers were measured from the x-ray images. and their know\n
masses (Table 1 ) were used to determine the areal densities at impact (see Table 2). These numbers are based on the
assumption that the single radiographic projection available is representative, i.e. that flyers are approximately syi-
metric. In a few of the experiments, orthogonal x-rays taken prior to impact show that the flyer is still approximately
circular (for those experiments, the mean diameter is given). This interpretation is also supported by the symmetric and
smooth appearance of most of the flyers in the radiographs. However. flyers may be tilted and their areal projection on
the plane perpendicular to the velocity vector will not be circular, giving rise to significant uncertainty. The resulting
flyer areal densities were used to calculate several shield parameters (Table 2) that can be compared directly with sim-
ilar results obtained with undeformed spheres and disks launched by a light-gas gun to 7 km/s.

The WBS tests can be summarized as follows: JSC-3 failed, JSC-5 passed but the back sheet experienced two small
dimples, JSC-9 failed and JSC- 12 had one small perforation and was on the threshold of failure. Thus the ballistic limit
for a total shield areal-density (A-D) of 1.44 g/ccm 2 is an initial impact momentum between the 5.7 x I 0t dyne-seconds

for JSC-5 and 5.Ox It0 dyne-seconds for JSC-12 (Table 2). However. in JSC-12, the flyer had a ring of fragments, so
its effective A-D was lower. It is possible that a fragment escaped bumper impact and did further damage, or that there
were more solid bumper fragments for the lower-momentum impact (JSC'- 12).
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The four NISS tests (JSC- 15,18, 19, and 20) all passed. The first thing to note is that the total shield A-D's are much
lower than for the WBS shields. The total A-D is 31/14 less for the MSS tested in JSC- IX compared to the WBS in
JSC-12. yet the MSS survived a higher-momnentuin impact than the WBS, which .%as on the threshold. A cotnparison
of JSC- 15 and JSC- 19 with JSC- 12 show s that the MSS also passes with a 31 4 lom er A-D for a heavier, denser flyer.
Finally, JSC-20( can he compared with JSC- 18 to show that the total shield A-D can be further reduced to 3314 lighter
than the heavy WBS. The MSS shields tested in JSC-18 and 19 \Nere slightly lighter than the "baseline- shields that
were derived in previous tests (Cour-Palais et al. 1992). In those tests a 1.27 g spherical aluminum projectile at
6.73 ktn/s was the ballistic limit for an impact momentum of 5.5 x It) dyne seconds. The limited results of these tests
suggest that a It) km/s bowed disk projectile is more damaging than a spherical projectile for a given momentum and
areal density. in agreement with Hertel ei al., 1992 who showed that for a "plate" impact (unlike a spherical impact)
the resulting debris cloud tends to be more channelled and focussed. The corrections to allow for shape effects in the
predictive equations derived from light-gas gun tests with spheres at 7 knms must a% ait the further tests that are planned
at this facility.

The two MDB experiments were selected to show the effect of bumper areal density on survival of this design, and to
compare their effe.ctiveness to heavier WBS's. ISC-0 was of the lightest-weight design, and vas just on the threshold
of failure. It is noteworthy that the bumper/flyer A-D ratio was lower by a factor of 3. and the total shield A-D was
about 43'4 less than the WBS tested in JSC-3. which clearly failed under similar impact conditions (the flyer was highly
tilted for JSC-6, giving it a high average areal density). P11-3 was a test of atn MDB design with an areal density of
0.94 g/cm. slightly less than the MSS's, and 35'4 lighter than the WBS that barely survived similar loading conditions
in test JSC- 12. The flyer was highly deformed with a small radius of curvature, giving it a relatively high A-D. Never-
theless. the shield survived an impact with the largest flyer motnentum test, with a lower bumper/flyer A-D ratio than
any of the MSS tests.

Table 2. Debris Shield Test Parameters.

Flyer Effective Mean flyer Bumper Backsheet Total Shield Bumper/flyer Shield/flyer
momentum flyer diam. A-D, mr A-I), mb A-D, mbS A-I). m, A-D Ratio. A-D Ratio,

Shot No. (1t05 dynesee) (mm) (g/cm 2( (g/cm 2 ) (g/cm 2  (g/cm2 l mb/mf m,/mf

JSC-3 5.53 18.9 0.28 0,0•5 1. 101 1.1 0.31 4.3

JSC-5 5.71) 16.9 (0.35 (,343 1.(11 1.44 (0.97 4.1

JSC-9 7.4(0 16.7i' 0.36 0,085 1.(11 1.1 0.24 3.3

JSC-12 4.99 20.2b 0.16 0.343 1.1()1 1.44 2.15 9.2

JSC-15 7.58 14.9 0.45 0.432 0.551 (0.98 0.95 2.2

JSC- 18 5.91) 16.5 0.28 ((.432 0.551 0(.98 1.54 3.5

JSC- 19 6.32 15.8 0.32 0.432 0.551 01.98 1.34 3.1

JSC-2(0 6.01 16.0 0(.301 0.400(( 0.551 0.95 1.36 3.2

JSC-6 5.71 13.5 0.54 (0.350 0.322 ((.67 ((.65 1.3

P11-3 7.62 14.3 0.49 0.382 0.555 0(.94 (0.77 1.9

at. Flyer is broken and has trailing riagments.
h. hncl hdcs diameter (it fraLgment ring.

6. SUMMARY

Experiments have been performed on the Sandia's Hypervelocity Launcher to characterize and evaluate both simple
and advance(] shielding concepts that are proposed for use with spacecraft in low earth orbit, such as Space Station
Freedom. Experiments were conducted over a velocity range of 7 to 10t ktn/s. a range heretofore not accessible by con-
ventional smooth bore launchers. Orbital debris impact is simulated by launching a plate-like projectile at the proposed
shield designs. The simple shield concepts make use of an aluminum Whipple Bumper Shield placed at a distance from
its protective structure. Concepts for advanced shielding include both the Mesh Double Bumper and Multi-Shock
Shields. Results and conclusions from these experiments may be summarized as follows:

Whipple Bumper Shield:
A WBS "hose bumper thickness is (.3 mm is not sufficient to protect a back wall about 4 mm thick placed 3105 mm
away when an 1(.78 g plate in the shape of a bowed disk initially about 19 mtn in diameter by about I mm thick
impacts it over a velocity range (of 7 to 1(0 kmn/s.



*A similar WBS %&hose bumper thici liess is increased] to 1.3 mim is sufficient to protect a back wall about 4mmni
thick placed 30)5 mim away unider similar loading conditions ut about 7 kmi/s. even when the total shield-to-pro jec-
tile A-I) ratio is slightly lovxer.

Multi-Shock Shield:
*The MiSS is effective at dispersing incoiimine bowed disk lyives w,%ith masses up to 0.79 j! (about 1 9 mmn diameter by

Immn thick) at velocities up to about I0 kni/s. It consistently prevenits rupture of a 2 miin thick back shecet located
305 mim fromi thle front bunmper shield.

*With anl areal denisity reduction of up to 33'4. the MISS is more effective tian the WBS againlst impact bN bos.kedi
disk alum inurn plates at Lip to It) kni/s.

*The MISS disperses debris in both space and time, generatingi- Multiple debris fronts at each successi\ e bumiper. As
the debris fronts propagate through the shield assembly. they slO\, (Imlosi.

.M esh Double B utiriver:
"* Aui MTD)B s it h a back shecet 0,. 16 niii thfic k p laced 30)5 miti fromt the first inesh loca tion apipears to libe onl the s ur% i va

threshold "h len impacted by a 0) 75 g bowked disk about 19 mim in diameter and I mim thick. This shield xs as about
43'4 lie-hter than a WBS that clearly' ruptured uinder less severe imipact conditiotns.

"* With aii areal deiisity reduction of up to 35%h. ihe MDB is more effective than the WBS agaitist imipact by bowecd
disk alumitium plates at up to M) kni/s.

Geineral:
"* A comparison of x-ray measuremetits and photographic tmeasurements of the debris cloud suggest that the fastest

photovisual debris is very It," detisity.
"tior nrmal impacts, bow.ed-plate oriflt-plate projectiles ar oedarralcitie thaspeilprjclsfoa in

momentutm atid areal density.
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RHALE: A MMALE SHOCK PHYSICS CODE WRITTEN IN C++*

K.G. BUDGE and J.S. PEERY

Computational Physics Research and Development (143 1)
Sandia National Laboratories

Albuquerque, NM 87185

ABSTRACT

This paper describes RHALE, a multi-material arbitrary Lagrangian-Eulerian (MMALE) shock physics
code. RHALE is the successor to CTH. Sandia's 3-D Eulerian shock physics code, and will be capable of
solving problems that CTH cannot adequately address.

Wc discuss the new Lagrangian capabilities of RHALE. which include arbitrary mesh connectivity, supc-
rior artificial viscosity, and improved equations of state. We also discuss some of the issues we have
encountered in the choice of an axisymmetric element technology and our resolution of these issues.

We discuss the MMALE algorithms that have been extended for arbitrary grids in both two and three
dimensions and present the results of calculations that are of interest to the hypervelocity impact commu-
nity. The MMALE addition to RHALE provides the accuracy of a Lagrangian code while allowing a cal-
culation to proceed under very large distortions. Coupling an arbitrary quadrilateral or hexahedral grid to
the MMALE solution facilitates modeling of complex shapes with a minimum number of computational
cells.

RHALE alows regions of a problem to be modeled with Lagrangian, Eulerian or ALE meshes. In addi-
lion, regions can switch from Lagrangian to ALE to Eulerian based on user input or mesh distortion. For
ALE meshes, new node locations •re determined with equipotential schemes. Element quantities are
advected with donor, van Leer, or Super-B algorithms. Nodal quantities are advecled with the second
order SHALE or HIS algorithms. Currently, material interfaces are determined with the SLIC algorithm:
however, both two and three dimensional versions of Youngs' interface tracker are being investigated.

To facilitale the development of such a lengthy code, we choxose to write in the C++ prograunming lan-
guage. We feel that object-oriented programming techniques are superior to conventional programming
techniques. However, we discuss a few of the efficiency problems we have encountered using these tech-
niques and how we have addressed these problems.

*This work performed at Sandia National Laboratories supported by the U.S. Department of

Energy under contract number DH-AC04-76DPOO7X9.
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INTRODUCTION

Theoretical studies of hypervelocity impact phenomena make heavy use of computer simulations. The computational
kernel of these simulation coxdes (frequently called "shock codes", "hydro codes". or "wave codes") must be highly
efficient and capable of handling strong shocks and large deformations.

The strong shock code CTH (McGlaun et al. 1986) is used extensively in the simulation of hypcrvelocity impacts.
This code uses an Eulerian finite-volume formulation of the equations of motion, includes sophisticated equations of
state, and has strength and fracture models. Its results have been extensively checked against experimental data for
regimes where such data are available and have been shown to be remarkably accurate for many classes of problems.
It is heavily supported and widely used throughout the DOE, DoD, and NASA communities and its capabilities con-
tinue to be enhanced; for exanple, a version suitable for massively parallel computers, PCTH, is currently in devel-
opment (Robinson et al.. 1992).

However, CTH suffers from the limitations inherent in any shock code based on a purely Eulerian formulation. Since
material flows through a fixed mesh, advection algorithms are required which introduce numerical dispersion and dis-
sipation. Sliding between surfaces is difficult to model. Since Eulerian fonnulations generally use a regular mesh, the
size of mesh elements can be varied only in limited ways, which means that element dimensions tend towards the
smallest length scale of interest in the calculation. Large regions of empty space must also be included in many grids.
The latter two limitations make many interesting calculations prohibitively expensive.

Shock codes based on Lagrangian formulations avoid these difficulties. Since the mesh moves with the material, no
advection takes place and the associated numerical dispersion and dissipation is avoided. Sliding is handled much
more accurately than in an Eulerian code. Element connectivities and volumes are arbitrary and can more easily
reflect the very different length scales in different portions of the problem. Lagrangian codes are thus preferred for
problems requiring high numerical accuracy or where differing length scales are important and in which large defor-
mnations do not take place. They fail whenever large deformnations are present, since highly distorted elements lose
accuracy or may even invert (thus halting the calculation).

The RHALE code uses an arbitrary Lagrangian-Eulerian (ALE) formulation in an effort to get the best of both
worlds. Although users can specify a purely Lagrangian or purely Eulerian calculation for portions of the problem
domain, the normal mode of operation is for a calculation to proceed in Lagrangian fiishion until elements become
highly distorted (as measured by various criteria specifiable by the user). At this point, material is permitted to flow
between elements in the most deformed portion of the mesh so as to reduce the distortion to acceptable levels. This
formulation permits accurate treatment of contact surfaces and has less numerical dissipation than a purely Eulerian
calculation (since less advection takes place). Quite large deformations can take place without the calculation failing,
unlike a purely Lagrangian calculation. We are currently developing ALE algorithms that also preserve variable mesh
scaling.

Another innovative feature of the RHALE development project is that the code is being written in C++. We feel that
the object-oriented programming paradigm, which C++ supports, is the best approach to the development of such a
lengthy code. We are addressing some of the known efficiency problems with C++ through a variety of programming
techniques, including reference counting. deferred expression evaluation, and hidden calls to assembly language rou-
tines.

RHALE is being developed in parallel with PCTH and the two projects are expected to share much of their coding.
However, RHALE represents the next generation of strong shock codes and may eventually replace CTH and PCTH.
It should be capable of performing any calculation that CTH can perform (though perhaps somewhat less efficienty)
and will execute additional calculations that CTH cannot currently treat.

FUNCTIONALITY OF RHALE

RHALE supports three types of meshes: pure Lagrangian. pure Eulerian, and ALE. All meshes may have arbitrary
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connectivity between elements. An arbitrary connectivity mesh allows in arbitrary number of elements to share a
common node. The user may specify different mesh types for different regions of a problem, so that, for example, the
projectile and target region in an impact calculation may be calculated in ALE mode while the ftr-tield target calcula-
tion may take place in pure Lagrangian mode.

We have experimented extensively with a variety of artificial viscosity formulations. None has proven consistently
superior to the scalar bulk viscosity formulation that has been used for over thirty years. However, we are continuing
to experiment with the spurious vorticity correction methods discussed by Dukowicz and Meltz (1992) and may
eventually incorporate a spurious vorticity control method in RHALE.

The finite element technology of RHALE consists of uniform-strain quadrilatorals (in 2-D) or hexahedrons (in 3-D).
Frame invariance for the constitutive models is achieved by using a corotational frame formulation similar to that of
the PRONTO finite-element code (Taylor and Flanagan, 1987). The row-summed lumped mass is used to diagonalize
the mass matrix (avoiding large matrix inversions) and the time integration is carried out using an explicit central-dif-
ference method (Hughes, 1987). Thus, individual time steps are computationally efficient but the maximum time
increment is limited by a Courant condition.

Since RHALE uses a uniform-strain quadrilateral, spurious zero-energy modes (hourglass modes) exist and must be
damped. We provide both the control method used in PRONTO (Taylor and Flanagan. 1987). which is applicable to
materials with strength, and a version of the Margolin-Pyun method (Margolin and Pyun, 1987). which is applicable
to fluids.

RHALE uses the equation of state library being developed for both RHALE and PCTH. This library includes several
Mie-Gruneisen models, ideal gas, JWL equations of state for explosives, and SESAME tabular equations of state. It
also has sophisticated strength models for the deviatoric response. including the Johnson-Cook plasticity model.

RHALE can handle 2-D Cartesian, 2-D axisymmetric, and 3-D Cartesian geometries. We use a volume-weighted
rather than an area-weighted axisymmetric element (Taylor and Flanagan, 1987). The former has the advantages that
the nodal lumped masses are only slightly time dependent and that the element passes a restricted patch test. The lat-
ter formulation has the advantages of a closer correspondence between the 2-D Cartesian and axisymmetric formula-
tions and of being better conditioned for implicit methods. Since RHALE currently uses an explicit time integration
method, the latter consideration is not important.

MMALE ALGORITHMS

The MMALE addition to RHALE involves remeshing to relieve distortion and remapping velocities and state vari-
ables to the new mesh while conserving global quantities. These steps and their substeps are described below.

Remesh

The remeshing phase of the MMALE method determines new node locations that will partially alleviate the associat-
ed elements' distortion. In RHALE, a node can be of type Lagrangian, ALE, or Eulerian, reflecting the type of mesh
of which it is part. Nodes on boundaries between meshes of different type are given the more restrictive type
(Lagrangian rather than ALE: ALE rather than Eulerian).

Remeshing is a three step process. First, nodes that meet the criteria for being moved are tagged. Next, new positions
aire calculated for candidate nodes. Eulerian nodes are moved to their original location, Lagrangian nodes remain
fixed in the remesh/remap phase, and ALE nodes are moved based on distortion criteria. Finally, the actually move-
ment of the selected ALE nodes is limited to some fraction of their calculated movement.

One set of criteria for moving in ALE node is given in the HEMP code (Sharp and Baiton, 1981). Barton's crileria
amount to two tests: an angle test and a volume test. For these nodes, the angles that are fonn by the element edge
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vectors that originate at the node are calculated. The ideal situation is for the angles to be 90 degrees. Additionally,
the volumes of each of the elements that are connected to a node are compared. Ideally, they should all be equal.
These calculations must be performed for each of the elements that surround a tagged node. To determine if an ALE
node should move, a user defined minimum angle and minimum to maximum volume ratio criteria are used.

Node and Element Ordering. Determining element and node neighbors is trivial for logically regular meshes. How-
ever, for arbitrary meshes, determining this information requires sophisticated algorithms and logic.

The most robust algorithms for determining new node locations require the coordinates of node neighbors. The iden-
tification of a node's closest neighbors is not a trivial problem. Explicitly storing this information or using a searching
algorithm would make the ALE formulation unrealistic if not impossible due to the enormous memory and CPU bur-
den. To overcome this problem in two dimensions, the methods of element and node ordering described by Benson
(1989) were adopted. Benson's method relies solely on counterclockwise ordering of nodes within an element, and of
elements about a node. Given an array that contains the nodes listed in counterclockwise order within each element.
Benson's method generates a hash table to describe the relative orientation of a node within each of its connecting el-
ements. Since in two dimensions there are only four possible node locations within an element, a node can have a
hash value of 4 ` where nc is the number of element connections. With an arbitrary mesh, nc can be large (four or
greater) and thus only unique hash values for a mesh are stored. There is no known extension of this concept to three
dimensions, where we must develop more general (but less robust) methods.

For the advection algorithms. an element must not only know the nodes on its vertices but also its element neighbors.
This is relatively easy to determine by matching node lists. This element neighbor information plays a pivotal role in
the second order advection algorithms.

Applying Equipotential Solutions to the Mesh. In order to perform the remeshing phase of MMALE, one must deter-
mine where an ALE node is to be moved. There are many techniques for deciding where to move a node, but one of
the most successful and the one used in this MMALE algorithm for two dimensional problems is a method based on
equipotential smoothing (Winslow amd Barton, 1982). Winslow's method is based on inverting Laplace'. equation.
This is given its

(Xxo - 2 Px, o + y-%" = 0 (1)

YVOO - 2 pyo + yyp'p = 0 (2)

where

a = x + V (3)

= xOx + VOYP (4)

Y 2 2
y x + YO 5

These equations can be approximated with second order central differencing techniques and are given as

' - I I
".r' (o+ y) (X (r.4+rX) + '(x2 +x) -2• Ir- X1 +X7- X0) (6)

' (X +y) ()t (Y4 +.V8) + Y (Y2 +YV6) - (• (y-y 5 +yV7 -y)) (7)

where
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XO = (x 4 -x4 ) (8)

x~o = (X2_- X6) (9)
=1(9

x = 0- (10)

and equations for the y coordinate are similarly developed.

These equations can be applied for nodes connected to four elements. For the other nodes, a method developed by
Budge (1991) is used.

Finding the x and y coordinates for all the nodes that satisfy Laplace's equation or the method developed by Budge is
an iterative procedure. Jacobi iteration (Press et al., 1986) can be used to solve these equations: however, MMALE
algorithms are interested in making small changes to the mesh and therefore these equations are generally solved only
once per remap step. In RHALE, the user is allowed to control the number of iterations performed on these equations.

Limiting Node Movement. Currently, RHALE has no limiting criteria placed on the coordinates determined from the
equipotential solution. In other words, the displacement from the old to new coordinates is multiplied by a fraction of
one. One should be concerned about a node being moved such that its new position overlaps the old position of one of
its neighbors. Test cases have not shown this to be a problem primarily because only one iteration is ,:img performed
with the equipotential equations. In the future, node movement will be limited since multiple iterations on the equipo-
tential equations is allowed and Courant stability limits in the advection could be exceeded.

Remap

The explicit relocation of nodes creates an advection problem. Since time is not involved, the advection problem sim-
plifies to a remapping problem. The remap phase consists of determining volumes fluxes, determining material fluxes
from volume fluxes through the use of an interface tracker, and advecting material variables and velocities. The vari-
ous aspects of the remap phase will be discussed in the following sections.

Determining Volume Fluxes. The first step in any advection scheme is to determine the volume fluxes created by the
movement of nodes. When a node is moved, volume fluxes are generated through the faces/sides of the elements. The
volume flux through an element face is given by the change in volume produced by the movement of nodes on that
face. With this definition of volume flux, the new volume of an element is given by

Vnew = Vold+ XAVI (il)
i=I

where i refers to an element's face and ns referg number of element faces (four in two dimensions and six in three di-
mensions).

Material Fluxes. In MMALE, a simulation general!y begins with single material elements. If a problem remained
Lagrangian. the elements would remain single material; however, for problems of interest, elements quickly become
distorted and remeshing/remapping is used to relieve distortion. The rerneshing/remapping phase creates multi-mate-
rial elements and thus, the volume of each material within the volume fluxes must be determined.



112 K. G. BLixF and J. S. PLERY

Currently, RHALE determine': material volume fluxes with the SLIC interface tracking algoriihm (Noh and Wood-
ward. 1976). This algorithm places materials within a cell in an order from left to right by determining the materials
contained in neighboring cells and assuming a planer interface between materials. The material order determines the
precedence of materials to be used in the material makeup of the volume flux. In the future, Young's (1987) interface
tracker will be added to RHALE.

Element Centered Advection. Once the nodcr, have been moved, the element centered variables must be advected to
their new locations. Isotropic advection assumes that the material is advected through all faces of the element simul-
taneously. This discussion will assume that advection occurs isotropically, however. RHALE makes one-dimensional
remap sweeps through the mesh to aid in corner coupling.

Advection algorithms are expressed in volume and mass coordinates. Using the above definition of volume flux, a
newly advected element centered variable is given by

ns

if)Nvld + A V15

1j = (12)
I

where the f) 's are determined by the type and order of the advertion algorithm and V represents either volume or
mass. Most intensive quantities are fluxed with mass.

The simplest advecfion scheme is a first order advection method since it does not involve evaluating derivatives:
however, it is also the most diffusive. The advecting material is assumed to carry the average value of an element cen-
tered variable from which the material originated. This is analogous to first order upwinding in finite difference meth-
ods. For a f-irst order method, the f, 's are given by

f fý if A.;j >0 (influx)fi = (13)

f, if AV', < 0 (outflux)

where n is the ieighbor's value.

Two second order advection methods are available in RHALE, van Leer (1984) and Super-B (Christensen. 1991).
Both are based on slopes among the donor, acceptor and behind elements. For van Leer, this relationship is shown in
the figure below where the x-axis represents volume or mass and the y-axis represents a quantity to be fluxed.

f slope 1
slope 3

slope 2

Behind Donor Acceptor V

Fig. I. Slopes Used in van Leer Advection Algorithm
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The three slopes are given by

sI = (20(f,+- I))/X, (14)

s2 = (2(f,-f,) )/X, (15)

s3 = (2 (f+, -f))/(X, +Xi) + (2(-f, 1 ))/(Xi+XX, 1 ) (16)

For the van Leer scheme, the slope used is given by

e 0 if sign (s I) + sign (s2) + sign (s3)
slope' = ' l. . .-- -3-- • ! (17)

Lsign (sl)min (Isll, Is21, ts31)

and the value used for f, is given is

f,, +___. (V,-AV ,,) ifAV 1i>O (inflow)
fi = (18)

slope' (Vi + AVJ) if AV~i < 0 (outflow)

Ve,'tex Centered Advection. Vertex centered advection is very similar in concept to element centered advection and is
required for advecting nodal quantities such as momentum. For vertex centered variables, however, a staggered grid
exists with vertices at the center. For a logically connected grid, donor, acceptor and behind nodes arc known for each
direction and staggered fluxes and advection quantities can be determined. Amsden and Hirt (1973) developed the
YAQUI algorithm for this type of mesh. However, determining staggered mesh quantities can be very expensive. In
addition, foran arbitrary mesh, the staggered mesh can have a very odd shape and advection quantities are difficult if
not impossible to calculate. Attempts to eliminating these problems have resulted in several element centered meth-
ods for advecting vertex centered variables.

In RHALE there are three element centered options for nodal vertex centered variables. SALE (Amsden et al.. 1980),
SHALE (Margolin and Beason, 1988), and HIS (Benson 1992). All of these methods project nodal variables to ele-
ment centers, advect the new element centered variables with the element centered methods described above, and
project these values back to the nodes. SALE simply averages nodal variables to calculate element centered quantities
and thus is first order. SHALE averages both the nodal variable and its derivatives and thus is second order. Both
SALE and SHALE are monotonic with respect to the element centered advection but not with respect to the nodal
variables. This can lead to new maxima or minima for nodal quantities. Benson's HIS algorithm is second order and
monotonic. The HIS algorithm places nodal variables at element centers, advects the element quantities and assem-
bles the values back at the nodes. The HIS method has been extended to arbitrary meshes in RHALE.

C++ EFFICIENCY AND OPTIMIZATION

To facilitate code development and maintenance, we have chosen to write RHALE in C++ (Ellis and Stroustrup.
1990). We feel that the object-oriented programnming paiadigm provides superior reliability, reusability. and portabil-
ity. Some of our coding is being developed in common with PCTH. which is adso being written in C++.

Our basic classes represent scalar, vector, and tensor fields. Various operations between objects of these classes are
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represented by the usual C operators, so that, for example. the equation

f= .+/ (EQ 19)

cai he coded as

f = Div(T,X) + b;

where X. f and b are objects of a vector field class and T is an object of a tensor field class. These objects contain
both the data representing the field and a pointer to a data structure describing the mesh topology. Thus. indexes and
lxops are hidden in the class definition.

We find that considerable care is required in developing the basic classes to avoid inefficiencies. For example. many
unnecessary copy operations take place unless reference counting techniques are used. In memory-critical applica-
lions, unacceptably large aunounts of memory may he allocated for intermediate results of expression evaluation
unless deferred expression evaluation is adso implemented. Finally, the large number of memory allocation/dealloca-
tion operations that are necessary for field operations can be very expensive on certafin archilectures or operating sys-
terns: it is then necessary to lake control of heap management, using the C++ language features provided for that
purpose.

Reference Counting

This refers to the technique of allowing different field objects to make use of the same uray of data (Coplien. 1992).
A count of the number of fields using a data array is maintained. If a field operation is called that would modify the
data. a private copy of the dat.is first generated for the parlicular field in question. Assignment operations consist
simply of giving a field object access to a data array: no copy operation takes place. Once the number of fields using
a given data array drops to zero. the data array is deleted and its memory returned to the heap.

Defeirred Expression Evaluation

This refers to the technique of building a parse tree for an expression at run time, rather than immediately evaluating
each sub-expression (Quinlan, 1991). When an assignment operation is reached. the pase tree is evaluated recur-
sively. This allows the programmer to control the use of temporary scratch memory and (in principle) to apply opti-
mizations to the parse tree without relying on compiler support. In practice, deferred expression evaluation reduces
memory usage at the expense of computational efficiency. In many applications memory usage is criticad, but for
most others deferred expression evaluation is not worth the overhead entailed. Deferred expression evaluation is not
currently used in our field library.

lHeap Manaugeme'ni

This is possible in C++ because operators are provided to obtain or free heap memory. Since many C++ implementa-
lions must make an expensive system call to obtain or release heap memory. application-specific memory manage-
ment often dramatically improves efficiency. The usual approach is to obtain heap memory from the system using the
standard system call. but without ever returning the memory to the operating system. The overloaded memory man-
agement operators reuse this memory for subsequent memory requests. circumventing the expensive system calls.
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The value of these techniques is illustrated in Table I. The test calculation consists of the repeated evaluation of a

Table 1: CPU time (seconds) for matrix test case (rank I(W, I ).(H) iterations)

nCUBE

Language SUN CRAY CPU time
CPU time CPU time (MFlops) (assembly language

libraries)

FORTRAN 110.1 0.71 (140) 185.8 (no)

C 108.4 01.77 (130) 150.8 (no)

C++ (default) 328.5 2.43 (41) 458.9 (yes)

C++ (rc) 131.9 1.06 (94) 82.8 (yes)

C++ (rc and mm) 130.4 0.83 (121) 81.4 (yes)

simple matrix expression (involving matrix addition and multiplication) for a 100xlI() matrix. The expression is
evaluated 100(X) times. Note that cxling using a naive C++ implementation of a matrix class is very inefficient, but
that when reference counting (rc) and memory management (mm) are added to the class, the CPU time is within 20c/
of that of FORTRAN or C coding. In the case of the nCUBE. calls to vendor assembly language libraries were used in
the class definition, which resulted in code that was actually more efficient than FORTRAN.

Table 2. Performance of Field Classes (no deferred expression evaluation)

Sun Sparc-2 Cray YMP. 1 CPU
# of elements NIop)( lps(MFlops) (MFlops)

1 0.15 0.10

10 0.75 1.03

100 1.22 9.5

1 I)() 1.07 58.8

10000 0.88 121.5

10M000 insufficient memory 140.0

50'1, peak 6 elements 1380 elements

We have benchmarked our field class library on Sandia's CRAY-YMP and obtained the results illustrated in Table 2.
The test calculation consisted of the polar decomposition of a tensor field, which is a very realistic application. The
final row of the table shows the number of elements in the array for which the perfonnance drops to half of its peak
value. We see that high efficiency is reached for very large arrays, but that the overhead becomes significant on the
CRAY for moderate array sizes. In the case of the Sun workstation, the higher cost of floating operations makes the
overhead insignificant even for rather small arrays. We are working to further reduce the overhead in these class
libraries

LONG ROD PENETRATOR CALCULATION

One problem of interest to the hypervelocity impact community is long rod penetrators. An example of this type of
problem in axisymmetric geometry is shown in Figure 2. (Note that all units are CGS.) RHALE has the ability
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through its MMALE algorithm to zone this problem with Eulerian, ALE and Lagrangian sub-regions as shown in
Figure 2. With this type of zoning. the structural response at the ends of the plates can be studied.

Hypgr: fLum Ln us fon& trrotor Lnto ALu,,Lnum PLato 16000 m/ab
0RCRETED BY RhoL...

MODIF IED By

ORI4N BY VLOT
10/29/g2 08:55:44

MAGNIFIED BY 1.000

I I I ELEMENT BLOCKS RCTIVC;
fibriln I Or 1

5 LagrangiarnDNST

0 *. DENSITY'
L- 

o 0.500

-5
-. 2So

-10

TIME 0.0000

Fig. 2. Initial State of Long Rod Penetrator Simulation

The problem shown in Figure 2 was initialized with an aluminum rod moving at 6 km/s nto an aluminum plate. Both
the rod and the plate were modelled with an elastic-plastic constitutive model and a Mie-Gruniesen equation-of-stale.
The pamrameters used for the elastic-plastic model are given in Table 3.
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Table 3: Elastic-Plastic and Mie-Gruniesen Parameters for Long Rod Penetrator Calculation

Parameter Aluminum

Young's Modulus (dyne/cm ) 73.0x 1()

Poissons Ratio 0.3225

Yield Stress (dyne/cm 2) 2.9x 109

Hardening Modulus (dyne/cm2 ) 1 .0x 1 09

Initial Density (g/cm 3) 2.66

Initial Temperature (K) 298.0

Initial Pressure (dyne/cm2) 0.0

Initial Sound Speed (cm/s) 5.328x 10'

s 1.338

gammaO 2.18

Specific Heat (erg/g/K) 1.034x 107

Pressure Cutoff (dyne/cm 2) -3.Ox 1010

Density contours and mesh plots are shown at 3.0, 6.2, and I0,ins in Figures 3.4, and 5. respectively. As one can see
in Figure 5, the rod has punched through the plate and the ALE region has undergone significant deformation. Figure
6 shows the history of displacement of the first five Lagrangian nodes on the top of the plate. This figure shows the
vibrational modes the plate is undergoing far from the impact.
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Fig. 3. Density Contours and Mesh Deformation at 3.2 ms.
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Fig. 4. Density Contours and Mesh Deformation at 6.2 ins.
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Fig. 5. Density Contours and Mesh Deformation at 10 ms.
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Fig. 6. Displacement in the Lagrangian Region of the Plate Far from Impact.
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ABSTRACT

Very high pressure and acceleration is necessary t-9 launch flier plates to hypervelocities. In addition, the high pressure
loading must be uniform, structured, and shockless, i.e., time-dependent to prevent the flier plate from either fracturing
or melting. In this paper, a novel technique is described which allows the use of 100 GPa megabar loading pressures
and 109-g acceleration to launch intact flier plates to velocities of 12.2 km/s. The technique has been used to launch
nominally I-mm thick aluminum, magnesium, and titanium alloy plates to velocities over 10 km/s, and 0.5-amm thick
aluminum and titanium alloy plates to velocities of 12.2 kn/s.

INTRODUCTION

The history of early launch capabilities and the developments of various launcher techniques up to the late sixties.
which include the developments of explosive lenses (Taylor, 1984), explosive liners (Wenzell, 1987), smooth-bore
guns (Asay et al., 1985, Charters, 1987, Chhabildas, 1992) has been well documented. An explosive lens (Taylor,
1984) is routinely capable of launching flier plates up to 6 km/s, while among smooth-bore guns, a two-stage light-gas
gun propels projectiles the fastest. Current two-stage light-gas gun technology (Asay et al., 1985. Charters. 1987.
Chhabildas, 1992) allows routine launching of 10 gm to 20 gm projectile mass to a velocity of- 8 km/s, although ve-
locities in excess of 10 km/s have been reported for ten milligram size particles (Seigel, 1979, Stilp, 1987).

The interest in increased velocity launch capabilities was renewed in the early eighties. Techniques that are either avail-
able or are in progress include (i) Van de Graaff accelerators (Keaton er al., 1990), which can launch sub-micron size
(I0-13 gm) particles to over 100 km/s, (ii) plasma accelerators (Igenbergs et al., 1987). which can launch micron size
(106 gin) glass beads to velocities of 18 km/s, (iii) electrical discharge techniques such as the electric gun (Osher et
al.. 1987). which can launch 43 mg kapton flier plates to 18 km/s, (iv) electromagnetic techniques such as the rail-gun
(Asay et al., 1990), which can launch a few grams to 7.5 km/s, (v) explosive techniques (Marsh and Tan. 1992), which
can launch I-mm thick steel plates to - 9 km/s, (vi) inhibited shaped-charge techniques (Grosch et a!.. 1991 ) that can
launch a shaped charge jet tip of 0.4 gm to velocities of 11 km/s, and (vii) an impact technique (Chhabildas et a!., 199 1,
1992a) in which a time-dependent structured high pressure pulse is generated (upon impact) to launch 0.5-mam to 1.0-
mm thick flier plates to velocities up to 12.2 km/s. It is the purpose of this paper to describe this impact technique to
launch/accelerate flier plates to hypervelocities.

There are two main requirements to launch flier plates to hypervelocities. First, very high pressures are needed to
launch the flier plate, and second, this loading must be nearly shockless and uniform over the entire surface. To achieve
both these criteria, a graded-density material referred to as a "pillow" (Barker, 1984) or a "multi-ply" (Chhabildas
and Barker. 1988, Chhabildas et al., 1988) is used to impact the flier plate. When this graded-density material is used
to impact a flier plate at high velocities on a two-stage light-gas gun, nearly shockless 100 GPa pressure pulses
(Chhabildas et a!.. 1990a, Chhabildas and Asay, 1992) are introduced into the flier plate. Since the loading on the flier
plate is shockless, excessive heating is minimized to prevent melting of the flier plate (Chhabildas et (t!.. l99tia.
Chhabildas and Asay, 1992). The method has been used (Chhabildas et al., 1991. 1992a) to launch a 2-mm thick tita-
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nium alloy plate to a velocity of 8. I km/s, and I-mm thick aluminum, magnesium, and titanium alloy plates to velocities
in excess of 10 km/s, and 0.5 mm thick titanium and aluminum alloy plates intact to 12.2 krrms. With further improve-
ments to this technique launch velocities approaching 14 km/s are expected (Chhabildas et a/.. 1991, 1992a).

TECHNICAL ISSUES

The principle of gun operation is primarily based on using the energy release from high pressure compressed gases to
propel projectiles to high velocities and is schematically depicted in Figure I. If P(t) is the tirne dependent driving pres-

V

Projectil

Fig. 1. Schematic of a gun launcher. 
Mass M

sure history used to propel a projectile of mass M in a gun barrel (of length L) having a cross sectional area A, then it
can be shown that the projectile's terminal velocity V can be represented by

I

IV = ZfPut)wt. (1)

This principle of gun operation is being used in the operations of smooth-bore gun launchers developed for controlled
impact studies. Specifically, in a single-stage compressed-gas gun a 0.04-GPa gas pressure is used to drive a projectile
weighing approximately I kg to a terminal velocity of - 1. 1 kmn/s. while the combustion gaseous products from nitro-
cellulose propellants in a powder gun will yield a pressure of 0.3 CPa and propel a - I kg projectile mass to a velocity
of over 2.3 kin/s. In a two-stage light-gas gun the hydrogen propellant is dynamically compressed to a peak pressure
of- 0.7 GPa to 1.0 GPa to launch a projectile mass of 10 gm to 20 gin to a velocity approaching 8 km/s (Asay et al.,
1985). To achieve higher velocities the mass of the projectile is decreased, while the average driving pressure is in-
creased. This is also indicated in Figure 2 as a plot of projectile velocity vs. peak projectile acceleration.

6 1 2 3 4 (ms 12.0
6-

•wo tg Two-Stage
Lagh Gas Two-Stage

334 igh Gun 8 Light-Gas Gun

•" ~ ~~ropellant .) 4.0tAiGu /
GunAAiruGun

-Sta 2) .0* 12tP Ai• • t G) 4.0 Propellant

Ol •- r i i . 0"00§ 1•5 60i 17
2 Gun

10 20 30 40 1 0 1 0 1
Time (ins) Peak Acceleration, g

Fig. 2. Driving pressure history vs time and the relationship of velocity vs acceleration of projectiles

for smooth bore guns

It vould ,,eem, therefore. see Eq. I) that either gas loading pressures be sustained for a longer duration, or yet higher

driving gas pressure and higher acceleration be used to accelerate projectiles to hypervelocities. The former has been
attcmpted on the two-stage light-gas gun by using collapsible launch tubes (using explosive techniques) to achieve lex-
an projectile velocities in excess of 1 I km/s (Baun, .1973). However, attempts to launch flier plates to high %elocities
iisiiig higher gas pressures of - tI(0 CPa (Barker et cil., 1 990(a. 1990b) and higher acceleration have resulted in plate
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fragmentation (Chhabildas et al., 1990a, 1 990b). Under these loading conditions the flier plate is subjected to (nonuni-
form) driving pressures which are orders of magnitude above its elastic limit, resulting in severe deformation. Because
the flier plate has limited tensile strength, the non-uniformity in gas pressure loading over the entire face ot the flier
plate can be sufficiently large to cause flier fragmentation (Chhabildas et al.. 1990a, 1990b). Thus, the non uniformity
in gas pressure loading over the entire face of the flier plate should not exceed the fracture strength of the plate.

First, very high pressures are needed to launch the flier plate to hypervelocity, and second, this loading must be nearly
shockless, structured, and uniform over the entire surface. Shockless acceleration of the plate is crucial to prevent
shock-induced heating and subsequent melting of the flier (Chhabildas et al., 1990a, Chhabildas and Asay. 1992) dur-
ing the loading process. A structured release pressure pulse is needed to prevent tensile failure of the flier plate. Uni-
form loading over its entire face is necessary to prevent plate fragmentation. To satisfy these criteria, a graded-density
material is used to propel the flier plate. When this graded-density material is used to impact a flier plate at high veloc-
ities with a two-stage light-gas gun, nearly shockless 100-GPa pressure pulses are introduced into the flier plate. This
time-dependent pressure pulse subsequently propels the flier plates to hypervelocities. The resultant acceleiation of
these flier plates, launched using impact techniques, is 1012 cm/s2 (109 g).

EXPERIMENTAL TECHNIQUE

This section briefly describes the experimental techniques employed to augment the launch capabilities of Sandia's
two-stage light-gas gun. The experimental impact configuration is indicated in Figure 3. The two-stage light-gas gun
used in these studies had a bore diameter of 29 mm. As indicated in the figure, a two-stage light-gas gun projectile faced
with a graded-density impactor is made to impact a thin flier plate located at the muzzle end of the barrel. Implemen-
tation of these techniques require that the barrel of the two-stage light-gas gun be extended (Barker et al.. 1990a. 19910b)
by adding an expendable section, and also that the flier plate be laterally confined to minimize two-dimensional effects
(Chhabildas et al., 1991, 1992a).

Backing TargTPX Buffer
Aluminum Tube

FLIER PLATE

(with guard ring)

Lexan Projectile Impactor

Fig. 3. Schematic of a graded-density impactor/tlier-plate experiment

Flier Plate Configuration

As shown in Figure 3. the flier plate used in these experiments consists of a center plate made to fit exactly into a guard
ring. The outside diameter of the guard ring used in these studies was 29 mm, while the inner diameter of the guard
ring and the diameter of the center plate was 19 mm. The ratio of the center flier plate thickness ( I-mra) to its diameter
(19 rmm) is approximately 0.05. Two-dimensional effects due to radial release waves (generated upon impact) emanat-
ing from the edges of the plate would cause a velocity gradient across the radius of the plate, Large velocity gradients
across the radius of the plate would cause the flier plate to bend and, perhaps, even fragment. The guard ring geometry
indicated in Figure 3 allows a controlled separation of the center plate from its edges without causing the entire flier
plate to fragment. Confinement in a tungsten target fixture is desirable for maximizing the diameter of intact flici
(Chhabildas et al., 1991 ). It may not be essential for launching the central region of the flier, however. But. this central
region must then be isolated from the edge interactions with guard-rings. This prevents wave-propagation induced fiac-
tures from propagating in from the outer radius, and allows the intact core of the flier to separate in a controlled fm,,hion
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as the flier plate bends during launch and flight. Tungsten makes a good confinement fixture, but calculations have in-
dicated that a material such as steel (Chhabildas et al.. 1991) could provide a satisfactory confinement.

The flier plate materials used in this study, consisted of titanium (Ti-6Al-4V), aluminum (6061-T6) or magnesium
(AZ31) alloys. As indicated in Figure 3. a TPX or a lexan plastic buffer is used in most experiments. (TPX is a regis-
tered plastic product purchased from the Polymer Corporation, Pamona, California. and has an approximate density of
01.82 gm/cm .) The plastic buffers will further cushion the input pressure pulse and will have a tendency to minimize
the tensile strength induced in the flier plate (Chhabildas et al., 1991, 1992a)

Table 1. Summary of Graded-Density Impactor/Flier-Plate Experiments

Experiment Graded- Pillow/Backing or Buffer/ ImpaLt Flier-Plate
No. Density Multi-ply Assembly Flier- Plate Velocity Material/

Material Thicknesses Thickness Velocity

(mm) (mm) (km/s) (krn/s)

Ti40 Pillow 2.206/2.00 0.)/2.0(50 6.3 Ti6/8. I

WS6 Pillow 4.58/1.00 1.5(0/.98 6.3 Ti6/9.5

JSC12 Multi-ply I .(00/0.61/A.47/0.41/0.30/(0.92 1.53//1.01 6.0 Mg/9.92

JSCl8 Multi-ply 1.11 /0.60/0.55/0.43/0.30/0.91 1.51/0.998 6.3 AI/9.85

EHVLl Multi-ply 0.64/0.33/0.28/0.31/0.19/(0.52 0.81/0.41 7.2 Al/ 11.6

EHVL2 Multi-ply 0.6 1/0.30/0.24/0.32(1.2(/0A.44 1.21/0.43 7.35 Ti6/l 1.9

EHVL3 Multi-ply t0.62/0t.30/0.23/0.33/0.19/0.44 1.25/0.42 7.35 Al/ 12.2

EHVL4 Multi-ply 0.65/0.28/0.23/0.3t0/0. 15/().43 1.48/0.74 7.35 Ti6l/l/(.6-10.4

Projectile Design

A lexan projectile which has a facing of a graded-density material such as a pillow or a multi-ply impactor backed by
tantalum is used in these studies. A 'pillow' impactor is fabricated using powder metallurgical techniques (Barker.
1984) such that a smooth variation in its shock impedance occurs through its thickness. The shock impedance of the
impact surface of the graded-density material is that of polyolefin, and the shock impedance of the back surface of the
pillow resembles copper or tantalum. A "multi-ply' impactor (Chhabildas and Barker, 1988) is fabricated by bonding
a series of thin plates in order of increasing shock-impedance from the impact surface. The series of layered materials
used in these studies consisted of a plastic TPX. magnesium, aluminum. titanium, copper. and tantalum. The thickness
of each layer is precisely controlled to tailor the time-dependent stress pulse required to launch the flier plate intact.
and is indicated for each experiment in Table 1. When these graded-density materials are used to impact a titanium
alloy flier plate at a velocity of - 6.3 km/s. an initial shock of approximately 50 GPa. followed by a ramp wave to over
1(0(0 GPa is introduced into the flier plate. At higher impact velocities the input pressure profile would result in a higher
peak pressure pulse resulting in launching flier plates to yet faster velocities. This is indicated in Table I. The diameter
of the graded density materials (either pillows or multi-ply impactors) used in this study was - 27 mmn.

Diagnostics

Following impact. seven flash X-rays are taken of the flier plate while it is in motion. They are used to estimate the
velocity of the flier plate and also to check its integrity following impact and subsequent acceleration by the shockless
pressure pulse. Four of these flash X-rays are taken while the flier plate is in the aluminum barrel extension, usually a
few microseconds after impact. The energy of the first four X-rays is 600 keV. and the pulse duration is 3 ns. The pulse
duration is sufficiently small to -freeze" the motion at the present velocities. The other 3 X-rays are taken after the
flier plate has exited from the muzzle and are located - (S mrm, 170 mim, and 350 mmn from the impact position. These
X-rays sources have a 300-45(0 keV energy and a 25 ns pulse duration. Due to the hypervelocities achieved in this study.
the 25 ns pulse duration can cause a 250 jpm blurring of the flier plate while in flight. Radiographic pictures of the flier
plat,- taken in flight over these large distances allow an accurate measurement of its velocity. The flier plate ,elocity is
determined to within V4.
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In iall I tic experiments performed to dlate, the graded-(lensity proiectile (I river is al Iowked to impact the butffer-flier plate
combination. The impact velocitie~s are indicated in Table I -The impact velocities are not measured hut are estimaites,
based] on thle to-stage lig~ht- gas gun performance data and are accurate to - 21/c. As mentioned above plastic buffers
i,%ere usedl inl most experiments tin anl attempt to further cushion the launch. The plastic buffer will also reduce the mag-
nlitude of the tensile states generated in the flier plate material that result from wave interactions (Chhabildas tit al..

199) I, 1992)2. Titanium and aluminumil alloy flier plates .vere used in this study. because of their high-fracture resistance
properties (Chhabildas it al., I 990)la, I1990fb. At anl impact velocity of - 6.3 km/s. this technique has launched intact at
I -nmii thick Ti-6AI-4V titanium alloy plate to 9,5 km/s. a I -mm thick 606 1-T6 aluminum alloy plate to 101.4 kmi/s. and
t I -mmn thick magnesium alloy plate to 10) km/s. Radiographs of some of these experiments are shown in l Figure', 4.
and 5. As the impact velocity is increased to - 7.4 km/~s. flier plate velocities of ([5-mmn thick aluminum and titanium
plates have been iticreased to over 12 kmi/s. Radiographs of these latter experiments are summarized in Figure 6.

G 3 GUR RIN

P - PILLOW PROJECTILE

Fig. -4. Radiograph s ofcx pernimeii Ti40 . The titan a inl flier plate is mov ing, fromt letft to right at

a xelocity of S. I kmi/s.

R aIi ig a ph s of a 2.1 5-mm11 thick Tii-A1-4V flier plate mov ing at a Nel oci lv of 8.1I kni/s as a resulIt oif impact by at grad -
ed-feisiv ds r a - 6. ki/sar inictedinFigre4. A copper backing was used inl this experiment. The wequence

(Irit Iji og raptis Iliufi1catd Onl thle left in) Fipcre 4 is taken over the first 60 mml from launch impact position. The rad io-
"Id ph s oil thle tic hi are taken after e iti from thle al am ~in am in ,u zzle . after at lotla travel dIistanice of '.-5 nmtil I52 mmn aid

hu5 l lii iiio iniiiIact. iepci c. As idctdi ilefgr. tl fi er plate is c tretue ly flat c eiln after a propacat ii i

list Ianlic of .157 11111. Tfhis is belIievedi to be duf to optimal experi menit al impact conditions, such as, ii) cx tre nieI lvood1
Illipai~ %\ itli \ cr little ililpaCt Iniisalicnmniit (tilt). (ii) at good (uniform) pillow, and( (iii fil the icker flier plate diiiiciision

In This cspcr iiiilit. [his , eis ilenceilh\ fthe sni, n1lctri, of the project ic/pillm odie bri s trailing -lie fl icr pl ale at a1 seb ~ici
,)I kiil,,,,. [hV mas )ftill(' cenlter plalte fflier plaiti is 2.0 gill. A slimilar experimlent xilth a I -mmi thick titaniumi

fl1Ierlt We\11r1iInteni VVS In Tdif I I Wiells at \CIOCIt of Q.5 kill/,,.

lOsioi fi 4 eperinilit ISC] 2 are indicated Ili I-'icire 5. Ilii this experimielit a nominallyi I .1-min0 thick il-iac~iiciilii

Iiiplad x asIIIpIcteOd lvý thnilt, IIIi-ply Imupactor at a \ Vliicitv of a pprosiiatcly 6 kill/s,. A 1.5 min11 thick IPX plastiL

ojilcixx.1 \also us~ed Ini tOw vspcrnient. [hel first iso radioor1,iphs sholossil on te left Ill Ficare 5 arc takeni oxer aI flightr

dI-,1iii1ýv ,f 01, m illl ls ilt, 11 iji plate is In tlel exC\iicnd auiu miuzlle, and tile radiograph Indficitedf onl the richii

I ,kII 11 f tlight1 fisiaii..K Of - 100l in1n Ifriiii1i1)' iiip~ ocationl. File mastif thle Cenitel plate is ilioui thle vuiild foin,-,

,I i .li e Illi4est lit- lili~li' i s01 11%M i iii t a l'Iicit oft 99)2 kinl/s ill this ep riiil
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Figur iC ( also indicates lhe radi graph, st ain alum inurn flier plate liaunched at 12.2 kills. In this experiment the in ulIt-
pl impactor impacts thle stationary alumillnuml flier plate at a elvcitly of 7.35 kn/s A 1.25-mm1/ thick plasic hulle.Cr . aIS
u seL' in this expenrime nt. The sequence ft radi ograph s shown -n the left are take n over a trailnsit di istance of (00 rnim. The
flier plate appears to be intact ;is it is exiting the muzzle. r, after a flight distance of 350' numn the flier plate
appears to have lost its shape ant(, appears to have transformed 0lto a .'g- of material. 'his is attributed to the inch-

ing fi the flier plate. At a higher impact Ielocity i.e., at 7.35 kiln/s, the magnitude of the tirst shock transmitted into the
alumiaurnt flier plate is sufficiently high to cause it to melt upon release.

)l.s('t SSION

.-As mentioned in Equation I. the )elocitv I. of the flier plate can be represented by V = .P( t d(. The time-depen-
dent. high-pressure. shockless loading pressure pulse PMw that is needed to launch the tler plate to high velocities is

provided upon impact and is represented by tile term ( 1 1 t) dr. This is indicated in Figure 7 for the experiment EIlVL
2 sholm n in Figure 6. Aln impact velocity of 7 kinvs ,%as assumed in the calculation, instead of the experimental impact
velocity of 7.35 km/s. Numerical shIulations of th,: graded-density impact experiments were performed using a version
of the Lagrancian code. WONDY which uses a tabular equation-of-state (EOSI option (Kerley. 19XXM. The c.,iculation-

al model treats the pillow as a series of zones having impedances that increase from that of a polymer approximlatitng
polyolefin at tile impact surface, to that of the copper or tantalum backing plate. The zone thicknesses are chosen so

• 120 12

0 100.±> 10

,- 80 8.0
(I)>ul 60 a6.0

S40
a4 4.0

C 20
52.0
c= 0.0 -.
0 -0.1 0.0

0 1 2 0 1 2
Time (psec) Time

Fig. 7. ('alculated stress history on the base of the EItVL2 flier-plate experiment shown in Figure 6 is
indicated on the left. Predicted velocity history for the flier plate is shown on tile right.

that the impact generates a sequence of multiple shocks in tile target: both experiments and calculations have shown
that a calculational model of this type gives a loading history that closely approximates the smooth quais-isentropic
loading of a pillow (Chhabildas and Barker, I 9X8. Chhabildasetail.. 198X). Wl.en a multi-ply material is u'ed as a grad-

ed-density impactor then the zutes represent the exact thickness of the materials used. The titanium alloy experiment
shown in Figure 6 for EtIVL2 had a 1.21 mi plastic buffer and an impactor backed with tantalum. As irdicated in
Figure 7. the calculated driving stress history is a 50 ( "I shock followed by a relatively shoc!less loading from ap-
proximately 53 (Pa to 1211 GPa over a time duration of - 11.2 ps. The entire loading nressure pulse is applied over a
duration of- 0.5 p.s. Tile calculated velocity history resulting from this uriving pressure pulse is also shown in Figure 7.
Tile calculations predict a terminal velocity of approximately II. 1 km/s for the flier-plate when impacted by the grad-

ed-density impactor at 7 kin/s. A calculation using 7.4 kin/s as impact velocity would have predicted a flier-plate ye-
locity of 11.7 ki/s. In the experimet. impact by the graded density inipactor was at a velocity of - 7.4 kn/s. larichin,
the titanium flier plate at 11.9 kin/s. in excellent agreement with predicted values. Calculations also indicate that ditie
to the tinie-dependtnt loading, the residual temperature of tile titanium flier plate after it is compressed to 1.2 M .al and

launched at 11.9 km/s is expected to be - Wir K When compared to it\s melt temperature of- 2(1(1( K. the flier plate is
relatively -cool - and well below its melt emperatUre.

The a)lum inuall flier plate experiment identified as ElIVI 3. indicated in Figure (6 is launched at 12 2 kin/s. The flier
pla:e appears to have lost its shape (f ie to a loss in shear strength T'he experinient suggests that the thermnal stale of the
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aluminum plate isx ery near its melt boundary and this is confirmed by calculations. A WONDY calculation as men-
tioned abos e indicates that the driviing stress history is a shock ill excess of 50(GPa tollosaed bL a relatiwely shockless
loading from approximately 50 G(Wa to 120 GIPa. The magnitude of the first shock (over 51 GPa) transmitted into the
al umium tliel plate at an impact .elocity of 7.4 kmis is sufficiently high to cause it to melt upon release. Flier plate
materials that haw e higher inelting points than aluminum, such is titaniumn steel, tantalum, or mloilybdenurm are not ex-
pected to exhibit this behavior. Thus. impact velocities less than 7.4 k'l/s are expected to launch aluminum plate" intact
i.e.% , ithout melting it the current design for the graded-density impactor is used. An alternate technique is to ui, a
lokmel-densi t material such as plastic foams, either as a buffer or as the first layer of the graded-densit% impactor. sNo

that the Imacnitude of the first shock generated upon impact in alunminum is considerably less than 5C(i Pa.

Very high tinn-dep0endent and structured pressure pulses, are used to launch intact flier plates in this study. The loading
pressure is applied o\ era duration of (1.5 ps to I ps to launch fiher plates to velocities up to 12.2 kin/s. The acceleration
of the flier plates launched to hypervelocitics is on the order of I I0 - cm/s. I I1 gŽ and is at least three to tour orders it'
magnitude higher than that used on current tmos-stage light-gas guns. This is indicated in Figure S. vIhere the accelera-
lion 1Ff the current hyvper\elocity launcher (IVL) is compared to those from other stooth bore guns. I nlike t, o--stae
light-gas guns in which the projectile is accelerated oser 200 times its bore diameter (calii,er) dimensions (Wharters.
1 lQS7) the flier plate is accelerated in this stud\ o\er distances of tens of millimeters.

120

"-HVL Cn 12.0C- 100 E
S10.0 HVL---
S80

U 8.0
660

LL6.0 *-Two StageLL 40 w•
CM E 4.0 Air Light-Gas

2 U Gun Gun
0" 2.02 0.0 ,.. Propellant Gun

.0.10 1 2 0.0 4 106 108 1010

Time (Ijsec) Peak Acceleration, g

Fig. X. The stress history on the base of the EHVL2 titanium flier-plate sho\in in Figure 6 propels the
flier plate at an acceleration of over l(k)g.

The mav, of the plate can be represented by A4 = pA. w\%here p is the density of the plate. .x its thickness and A its cro15s
sectional area. [quation ( I ) catl therefore be expressed as

V = -?p(,,,. 12)

Fquation 2 suggests that the velocity of the flier plate is independent of its cross sectional area and depends only on its
thickness and the time-dependent driving pressure pulse. This wvould be true if tw\ o-dimlensional effects ere not
present in these experiments. The maximumn mass that could be launched in the absence of any two-dimensional effects
,a ould be the diameter os er which the graded-density driver impacts the flier plate. This impact interaction occutrs o\ve
a 27-mm diameter in this study. Two-dimensional effects due to radial release wa\es (generated upon impact) emanat-
ing front the edges of the plate moulh cause a velocity gradient across the radius (if the plate, thus limiting the one di-
mensionality of the experiment. In this study. a guard-ring geometry indicated in Figure 3 allow\s the launching of a
11) mm diameter center plate. It is therefore useful to express the velocity of the flier plate as a function of its mass
density Ipx) and this is plotted in Figure '9 for the series of experiments performed in this stud\'. As indicated in the
figure the terminal \elocity of the flier plate is dependent on the impact velocity of the graded-density dri|er. Also. as
%hosmn in Figure 1). the presence of plastic buffers further augment the terinital velocity of the flier plates.

To increase the velocity ot the flier plate one needs to decrease the thickness of the plate or increase the time dependent
pressure loading pulse. In this investigation (see experiment,, EIIVL in Table I ) \we decreased the flier-plate thicknessN
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Fig. 9. Hypervelocity performance of the graded-density impactor/flier plate experiment plotted as plate
velocity vs mass density of the plate.

by a factor of two and increased the graded-density driver velocity. These results are indicated as dashed lines in
Figure 9. Since we also decreased the graded-density impactor thickness also by a factor of two (see Table I ) the quan-
tity -fP (t) (it rernains an invariant. This suggests that if the pillow dimension is increased by a factor of two, then
there Nhould be no velocity penalty in increasing the flier plate dimension by a factor of two i.e., one should be able to
launch twice as heavy a mass to the same velocity provided the graded-density impact velocity is kept the same.

Results of the present studies are also shown in Figure 10 plotted as the maximum mass that can be launched on a 29-
mm bore gun in the absence of any two-dimensional effects vs the mass that is currently launched as a 19-mm diameter
plate. At higher loading pressures, however, since the sample thickness is approximately one-half of the ones launched
the two-dimensional loading times are reduced by a factor of - one-half, resulting in minimal two-dimensional effects.
Also, because the thermal state of aluminum is close to its melt boundary the guard ring does not separate distinctly
from its center flier plate as effectively as it does at lower impact pressures. This is particularly true for aluminum flier

14.0
A, a - 6.35 km/s impact with no buffer
B. b - 6.35 km/s impact with buffer

13.0 C, c - 7.35 km/s impact with buffer

"• 12.0

"0,i"'"10.0,.

7.0 ............................... A

8.0 '0

7.0 . . . .
0.0 1.0 2.0 3.0 4.0 5.0 6.0

mass gm

Fig. 1(0. Performance of the graded-density irnpactor/flier-plate experiments plotted as mass vs veloc-
ity of the flier-plate. A. B, C indicate the ideal mass possible that can be launched on the cur-
rent 29-mm bore gun while a. b, c indicate the mass that is launched as a 19 mm plate.

plates. This allows launching of heavier i.e., larger diameter flier plates. Nevertheless, as indicated in Figure I1), first,
a mass of approximately 0.5 gm can be launched to velocities of 12.2 km/s. and second, if techniques were introduced
to mitigate two-dimensional effects then the potential of launching heavier i.e.. massive flier plates exist for the same
bore diameter.
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As indicated inl this study a graded-density impactor material has been used as a driver to launch nomlinally I -mm thick
aluminum, titanium and magnesium alloy plates intact to velocities over 10( knil/,, and 0.5-mim thick titanium and alu-
minum alloy plates (see Figures 4 to 6) to velocities over 12 kil/,,.The flier plate integrity mray he summarized as fol-
lows. F-or propagationi distances of approximately tenls of millimeters. the plate seems to he flat while inl the dllumii11um
mizzle. For propagation distances of hundreds of millimieter s, the flier plate appears to bie bowecd, which canl he attrib-
uted to two-dimeinsional effects. The flier plate materials undergo a volume strain of' 0.3 to 01.4 during high pressure
(niegahar) compression and( are not expected to return to their original shape. Effects dute to tilt, gas blowh . and non -
uniformity inl graledl-(fensity dIriver mnaterials are expected to enhlance mion1-un1iformi loading and two-dimensional ef-
fects, and wvould rc.,ult inl flier-plate fragmentation.

Plastic buffers are used to redluce the magnitude of tensile stress states induced inl the material. They, al~so have the net
effect of augmenting the flier plate velocities as indicated inl Figures 9 and I10 . It is crucial that the graded-density driv er
dimensions and also those of the buffered flier plate be optimized1 to prevent spall fracture of the plate. This is shown
inl Figure I I for experiment ElI VI.4 inl which a 0.74-mmn titanium flier plate is mllpacoed 6'y *- gradedl-denlsity (fri er
at 7.35l kmi/s. Calculations have Suggested a tenisile state of approximately 4.8 GC~a iii the flier plate. and as indicated inl
the fivure. wvas sufficienlt to fracture the plate.

Fig. II. Radiogratphisof experimient EHVL4 in which aspalledt titanium flier plate is mioving from ilef't
to right. The leading spall plate is propelled at 101.6 kmi/s while the second plate is coastinge at
10.4 kiil/s. 'The flier plate radiograplts are taken over a flight distance of 36)) mmn.

ENHIANC'ED C'APABILITIES

Materials

Because of the softer loading history produce(] with a bultffer layer, at computational studly was niade to see if the same
"systeml coiuld be used to launch flier plates made if other immaterials WON DY calculations were made for the same con-
figunra tin itt s repoirted in this pa per except with I -gin target plates of taniitaluimi molybdennim. iron, and a tung~sten alloy.
Inl all four cases, a termi nalI velocity (if iver 10I kni/s xx as predficted W h habi Idase (it- 1I.I991 I1 I9 92a) x i thou t eit her mle It-
ii g or fractutre. Ex perinments have tnot be1M iCOtilucted to (fate.

Velocity

Stud~fies ili thle present program have aIsoi f(cuLissedl onl e xp Ior ing met hod s to achieve even hi ghier plate velocities. S omie
oftlhe possible velocity en hancetien t moe t lids are (IiSCsc us itt t hiis secti tin. Studies usi Sng the W( NDIY co((I show% thIat
increa sedl flier velocities could bie obtained usiinug buffer layers, uifplastic. e xplosiwxe or hydrogen onl the impact surface.
'alcula ht ions have indi~icated. that as, a resulIt (if hi ghi- pressuLre coimlpress51ion and1( decompfression these materials be Iiaw

.nergetica Ily' 'Inl that the VX paDisi i vel ocit ies of' these niaterdias are extremelv highl. ThIiis results inl a ii eff ic ient

pUtS~l- oi ' he'- flier and can fturthit'r CunflICC~ Its X001, my. Ihis MICI (et hias been tested through the successful launch (if
th1C allumlinlum Alnd titanliuni flier plateS Usilig plik~tic butlers, (see F-igLures 1) and M)1. -Viditiiinal calcuilauional studies



were made ito see it hsv'dtogell it.X i h its high sound speed. could bt it used to further enhance fl1ier \ciocifit Byv repi ac o g
[the plastic buffer %%~ itli a 10 1(11 irm Ver Of I q u iii h ii ogri, filnte \ eloct tits othe al uminiurn tli "icrt s predicted to inc rease
from 101.4 kml ,/s ito 11.3kil/, ( 'hhabildI ('1t, e al., i9 1 ))2 a). If the impact %eIiocity is further increased t o X km/ls. thte n
hie caIc ultation pted iCt.S a final %CIle it y Of' 14.0 knitis toti t his desipen ( fthlahi(ldas el 1l., I 99. I I992 al. H ence It sd o cenl

buffers inl combination xxihhichev impact s elocitics appear to offer a\wav to achieve the extremelv hi h flier x elocittes.

Applications

TIhe ca pahilI ty to launch (1 ier-plates to h ypervc oc ties will allo\ i l e I -control led equnat i on of state Stutdies to he con -
ducteit in nmaterials ito high pressure and temiperaturle reCilines that have never before accessible in the laboratorsy hefore.
As atit examinple a symmtietric imipact experiment itt higtt-itnpedance materials Such as, tUngsten at 12.2 kttt/s w,ýilt al loss
II u on iot states to bie detentmiined ilt stresses of IA . I~a 114 MIha r and( tetmperat ures of' 7 eV. I sent-ro pic e spanxi on of'
these minaetriats front a high pressure molten stlate is expected to partially vaporize the material. Techniques employed
ott m-taoi i-srieligt-gasg tIins (A sav er al.. 1991) c an be tise] to (determnine the kinetics of shock -induced v aporization ini
mate ri als such as lead to lii gher (leg rees of vaporiizam ion. The se techiniques can now lie es ended to inc, In hiti!e rial s
such as alkuin in u in xwhiclh hats at tow vapor pressure i.e., at higch boilIin g point. With the increasing threat to space voyagers
fromnitian-made orhital (debris the tecthniqute catt he usedI to hurl plates at either a sitngle shield (Ang et ial.. 1992.
('hhabi Idas er ll.. I19921b) or mtultiple shields I Boslough v/ al.. 1992) to help desigtn alt(] understand the, operations of
thle proposed protection shields.

SU MMARY

A systematic Study has been (descrihedi in which anl impact technique is used to launch grain- size plates to hyperveloc-
ities. The high pressures that are needed to launch flier plates intact have been achieved by using graded-densitv im-
pactor mtaterials to itnpact stationary flier plates, Over the velocity of range of - 6.3 kmi/s to 7.4 kmi/s ott the two-stace
light-gas gun. (!ponl impact, a shockless i.e.. a titne-ilependent high pressure ( l1t0 GPa) pulse is produced at the flier-
plate/imipact interface. Thlis allows shockless acceleration of the flier plates to hypervelocities without causing exces-
sive heating. leading to mielt or vaporization. Thle pressure pulse nmust be tailored, however, to prevent spall fracture of
the plate. The Successful use of this technique has beeni demonstrated bv latunchingc intact I-mmn thick altmitnirum. tnatg-
ntesiumn. anid titanium plates to velocities oiver 10) km/s. atid 0.5 mml thick aluminum and titanium alloy platesý too velocl-
ities oxver 12 kmi/s. Although the techntique hats been used currenttly to launch Ti-6AI-4V alloy and 60)61 -T6 alumnilnum
alloy plates,, calculations, suggest that this technique call be extended to include other (high-density) materials.

The flier plate velocities can be further enhanced either by using explosives. plastics,. or hydrogen as a first layer of'
the graded -den sity inipactor or onl the flier plate itself'. C alculations have indicated that as at result of high-presstmre coin-
pressioti amid decomnpressiion these materials behave "etnergetically." itl that the expansiomn velocities of these materials
are extremely high. This results itt anl efficient "push" ott the flier plate attd can fttrther enhance the flier plate velocity.
This concept hats been verified by successfully launtchin itg plastic buffered a Iurnlintimi and] t itat i tlim Plates a ild is i ndi -
cated in fii-cures 9 and If0. The btuffer hats the added ad vanta-ge itn thtat it call tn it igate spall f ractutre frontl occ ti rin ticn tilie
flier plate. C alcuilations also suggest that hydrogen buffers in coinhinatiorm with higher inipact velocities appear to offer
a xxay to achieve the extremely high flier velocities iii excess of' 14 kmn/s.
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ABSTRACT

A series of experiments has been performed to evaluate the effectiveness of a Whipple bumper shield to oe bital space

debris at impact velocities of -lI kin/s. Upon impact by a 19 mm (lt.87 mm thick, L/D -0.5) flier plate. the thin alu-

minums bumper shield disintegrates into a debris cloud. The debris cloud front propagates axially at velocities of

-14 kni/s and expands radially at a velocity of -7 kn/s. Subsequent loading by the debris oti a 3.2 mm thick aluminum

substructure placed 114 mm from the bumper penetrates the substructure completely. However, when the diameter of

the flier plate is reduced to 12.7 mm, the substructure, although damaged. is not perforated. Numerical simulations per-

formed using the multi-dimensional hydrodynamics code CTH also predict complete perforation of the substructure by

the subsequent debris cloud for the larger flier plate. The numerical simulation for a 12.7 mi flier plate. however,

shows a strong dependence on assumed impact geometry. i. e., a spherical projectile impact geometry does not result

in perforation of the substructure by the debris cloud, while the flat plate impact geometry results in perforation.

INTRODUCTION

It is well knoii that the principal threat to orbiting space structures iesults from impact damage caused by orbiting

space debris (Kessler. 1 9X5. Kessler, I 199). Presently. conventional laboratory facilities are not generally a\vailable for

evaluating damage mechanisms or the effectiveness of protective structures against this debris. Although analytic

methods (Cour-Palais, 1969. Wilkinson. 1969) for predicting impact damage and(l hydrodynamics code simulations

I lertel et (il.. 1992) of impact events have progressed to the point of providing damage assessments, these analyses or

models have not been validated over the velocity range of 7 to 101 km/s, primarily due to lack of experimental capabil-

ities to launch grain-size plates or particles over that velocity range.

A requirement for an effective shielding system is that it must protect the spacecraft from impacts both from the mi-

crometeoroid and orbital debris environment. The micrometeoroid environment is thought to result from dust-size par-
ticles having an average velocity of 1I ksi/s, while the most probable threat from the orbital debris environment is

believed to be millimeter or centimeter size particles weighing approximately a grain with average velocities (if

-10) kin/s. It is generally assumed that orbital debris is metallic (Kessler, I1)95. Kessler, 199•S) with a density of
-2.. g/cm l. and therefore can be represented by the material properties of aluminum. The orbital debris. \\ hich is man--

made, is hazardous because of the abundance and relatively large mass of the debris particles. This makes the design

requirements for an adequate bumper shield difficult to establish. In addition, the requirements for an adequate bumper
shield design are demanding due to: 1i) the uncertainty in the size, shape and density of the orbital debris particulates:

(ii) the inability of hydrodynamics codes to accurately represent impact phenomena due to uncertainties in malterial

properties as well as computational difficulties associated with the propagation of fragnmented 1 molten and partially \a-
pnrized) debris: (iii) the lack of all impact test tapabilily with Iauncher mIass-\elocity capabililies of a ppro imatelyj a
gram and in excess of S kni/s to test design concepts.

Withi the development of a hypervelocity launch capability (Chhabihdas vt al., 1 991I, Chhabildas t (il.t. I992. ('hh11 a il-
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das eitl of I..)3 at S andia. it s, inmis possibl Ie to perform e x pe iiimncrts os er thte doe It iy range o 1 7 to I12 kni/,,. aif nnec
not access ible pre,, i otsIN for Impact s ot grain-si/e pl ates. This mieets thle req iiisite masits- vel oc It c ri ten i established fI or
the orbitall debris ell% in inlcil men!In thil, pa pet, impact ex~.periment s haw been peru wrined for af single W hi pple bun per
shield .ontfi tInat ion. Siinulkl~it iOnof these experimlenits Usinge thle [ult]ItI-diiviensional tlnite-s olninel code ("'Ill are also
descr ibed inl this paper. T[he mass of the aluiminurn flier plate %k hich is supposed to represent thle orbital debris parlt Icl
has bieen xvariedl fro (111.3 1 v to 0.652 t! h\\ l varvn thle diameter of flthe plate fromi 12.7 to 1I') mim.

kesnlts ot these exper imenlts indicatile that thle thin alutliintituni bnlinper atl the imlpact Iea oiilioul coiipletel disinteviiates
1111o a dlebr[is cloudI npon impacto at (i-1 kill/s, b\ the aluininmn flier plate. I he debris c lond Itront litopapates at \ Clocities
fin ewess of' 14 klug/s and expanlds radially at at selocity of'-7 kinl/s.. Sub)SequentI loadfing (inth fieril panl bet thVie debris
cloud g enerated by thle) 0.652 g particle ( I11) nin I 1 ate) penectrates thle so bst ruct or Ic coII )mp] etc Iv. Ii sese.s lie mI h le mla~s
oft the flier plate is re.dnced to 0 .318 o 1 1(2.7 inun plate)1 thle substructure, although *darmuiagd." is, not pnnlctnred owle the
dura1itionl of thle ex.perimentI. CTIII sitmulations of' these experlimentsl predict thle resu~lts Of the experliments' Llnalitaltis ClV
inl thatl penetraltionl or, no penctratioii of thle su~bstrLu1ctr is replicalted. I loeethle propagati~on characateristics fI the
debris c loud atle not replicalted qIlimantitatisely.

Inl thle next section thle expentimuentafl techniquiIe (Ised to launirch hprVelAcity11 plates is bniet'iso decrCibed. [hfe experninenl-
mal set upt Used to slimlate,11 the orbital debris impact conidition is allso (described ill detail inl a subhsequent sectioin fol loss d
1wN a dliscussiont and at sulmnary of the results. ("I'Vll simulalitions of' thle exper~imenIts 11e alsO described inl latter sections.

tlie prin lciple that Nt rct ired t i nue-deperildent (shoe kless). miega bar driv ing pressures ate nel~edti to Iannc h a1 plate %% ith -

otit uneltine, or- tiacturitu the plate. This is accomplished by Usinig af gradedl-density material to impact af stationary flier

platte. W~hen this gradcd-denisity material is used to impact af stationuary flier plate on] al tso- staie liehi- cas cnnUl over tin-
pact Ise I ic itI iecs of 10 to 7.4 kinl/s., at niear) shoe kless. strutct inciI. atid tin i ft win hi g'll - pressuire p ii Ise sv ill be inrtrodu iced ill
the flier plate. Since thle loading on) thle flieir pl ate is necarlIN shock less. xcs heating is miniiin i ied toi pre\ ent tre It inrg
of the flier pklae. TIhe structured pressure pulse is also necessary to present thle fl ier plate from fractiuring. 'This miethod
uims been used to launlch at nominally I -mmn thick aluminumn flier plate to af \elocits' of' 101.4 kill/s,, ( 'hhabildas iq al.,

I ~~)2a.( ii bida c ~i.1 991 ), anrd ((.5-titin thick al uuiriviintinand titan itimi flier pl ates to se twit ies inl excesst 1fI2 kill's
I ( hihaildals et Wi., 1 993).

T Ihe cpemrit Iimpalct Ci infi en rat ionl used to sifimtdate orbital debris imipac t is inrd icated ml IFi gutre I. adi~iogapbis of
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Fatfaig tgapy suelt recor tirlte propagation (if thle debri s Clouid generated upon impact of thle bumllpershield. Xenon l amnps ).ý ere used for a light source and the images tindicated in the framinrg pictures are front-fl pholo-graphs. Front-lit photography %k as chosen to determine the structure of' the debris cloud. Ini most experiments thle sideN ies i.e.. thle viewk beisseen thle bumper shield and the rear panel %kas monitored: the hack surface vesof the rear panrelssas also photog raphted. The tim e separation of each frame is in dicaitted in t he figure. A n examplIe oft the photo ra phsrecorded for both the side and back % e%% is shoss n in Fit!ure 3 and 4 for experiment WS 11. The cameras .%ere loc ated

BUMPER
WS1 1 - SIDE VIEW HULL PLATE SHIELD

WSl1 BACK SURFACE VIEW
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59 7 js 4 9.7 ,s 397l' 2971's 19 7 ý,s
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Fiv. 3. Side % iew, of the debris cloud in FiL,. 4. Back view% of the rear panel in experi-
experiment WS I I tuertt WS I I

approximately 1 500t mmn away from the center of the debris cloud. The grid is positioned - 100turnm fromi the center ofthe line of tliLght. The grid markings indicated on the figures have a spacing of I cm.

EXPERIMENTAL RESULTS

The results oft these two experiments are sutmtmarized in this section as at collectiotn of fratnlini! photographic pictures.Impact of the flier plate wkith the bumper is referenced as time t = U in this paper.

Experiment WS I I Side View

Ini this experiment, impact onl the shield occurred at at velocity of 11.5 kmn/s w ith a mnass of 01.3 18 g for a 12.7 mml flierplate. Figure 3 depicts tramning photographs of the debris cloud generated tipotn impact of the butrnper shield by the flierplate. The first frame w\as takemi at 0.7 pts after impact. The debris is not observed iil the first framle sýince the camnera isnot exactly normal to the plane of view. At X.7 pis. impact of the rear- panel has alreadyv occurred. This w.ould suggesta propagation V0e\ Of itivotlie leadimig edge oif the dlebris front to be greater than 13.1I kmi/s. The debris cloud expatidslaterally as it propagates towýards the rear panrel at at radial expansion velocity of over 7 kill/s.

Experiment WS I I Black Surface Vies%

T[he back surface viewA of the rear panel is indicated in the framning photographs shown inl Figure 4. The deformation ofthe rea r Panrel is c% idletlt at 1 4.7 V, safter impact of t ~bumper sh ield(. Note the loading, of the rear panel Occurs, at-8.5 ps. suggesting that il atealy titrtes imtpulse loadinig by the low density mass is not dairnagirig to the plate. As inidi-c ated in tilie tiguire. thre c ha race ristics oif the (deformat i on at A onl the wic r paniel appear to he relat ive ly untchatiged kxsithtini t up to -610 ps. The detf rmt~i ion at B1 appearsý to intc rea se at leasit il it) 401 ps after imnpact ofitlie bumwper sh ieldi. Thereis e\ id~ic ot itf til rther deIfo rmationiiw idenit ified as ( atd I) inl thle Ii gire Occurrngilila -40 ito 45 p.u . They appear to be tiioreprotuouIticed inl idIte fitienIs. Since thre characterist its of thre deformnationl at C arid I) io riot seeml to change signtificantly.* upture Of thle rear patiel appeat , li ha\ betenr tires enteit at lteast litp ito Oit I s alter impact of' thle bumper shield. It \Ceems.
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therefore, that the mass threshold for penetration of this type nt Whipple bumper shield concept is at least ).32 g when
the projectile is shaped as a 12.7-mam diameter plate 0.95 mm thick, at an impact velocity of 10.5 km/s. This does not.
however, imply that there are no spall planes or cracks formed in the rear panel. thereby weakening the suhtrucure.

Experiment WS 12 Side View

In this experiment a flier plate (0.65 g) 19 mm in diameter, (0.868 mm thick impacted the bumper shield at 10. 1 kmis.
Framing photographs of the debris cloud generated upon impact of the bumper shield by the flier plate are shown in
Figur,_ 5. Although the flier plate is bowed prior to impact, the bowAing appears to be symmetric in this experiment. As
indicated in the figure. the expansion of the debris cloud appears to be very nearly spherical as it propagates towards
the rear panel. A longitudinal debris front velocity is calculated to be -14.1 km/s. while the radial expansion velocity
of the debris cloud is estimated to be -7.3 km/s. This does not however mean that the entire debris cloud is propagating
at this velocity. The structure of the debris cloud at 7 ps suggest an approximate dispersion of 50) mm. suggesting a
velocity distribution from a maximum of over 14 km/s to -7 km/s. Impact of the rear panel is evidenced by the impact
flash signature observed in the photographic frame at 8 pis. Note that the debris cloud is over 120 mm in diameter prior
to impacting the rear panel.

Experiment WS 12 Back Surface View

The set of framing photographs depicted in Figure 6 displays the back surface view of the rear panel. The first frame

HULL BUMPER

PLATE SHIELD WS12 - BACK SURFACE VIEW

WS12 SIDE VIEW

8 1ps 6 P s 
4  

p s 2 ps 0 Ds 48 p s 38p s 28 ,s la ps 8 ps

9 ps 7 ps 5 ps 3 ps 1 I'S

53 /s 43 ps 33jis 23 ps 
1 3 

os

Fig. 5. Side view of the debris cloud in Fig. 6. Back surface view of the rear panel
experiment WS 12 in experiment WS 12

is taken at 8N s. which is approximately the time at which the leading edge of the debris cloud arrives at the rear panel.
No deformation of the rear panel is observed until the subsequent frame at 13 ps. in which a defonnation bulge - 15 mm
in diameter is observed. Perforation is observed in the next frame at I 8ts. The exact size of the rupture of the rear
panel cannot be estimated, since it is obscured by the penetrating debris. The radial expansion of the penetrating debris
occurs approximately at a velocity of 2 kin/s.



CTtI SIMULATIONS

The ('TH (McGilaun. et al., 1990)( code was developed to model a \ ide range of solid dynarmics problems involving
shock wave propagation and material motion in one, two, or three dimensions. CT(t has several thermodynamic models
that are used for simulatihl strong shock, large deformation events. CTH can model elastic-plastic behavior, high ex-
plosive detonation, fracture, and motion of fragments smaller than a computational cell.

Numerical simulations of experinlents WS I I and WS 12 ',%ere performed using CTUI. Due to the boed shape of the
impacting flier plate. three ('TH simulations were completed for each of the experiments described in this report. Two
of the CTIt configurations were meant to bracket the actual impact and the third was anl attempt at matching the actual
impact configuration. The bracketing calculations are characterized as a flat plate identical to the experimental plate
prior to acceleration and a sphere of mass equal to the experimental plate. In addition to the bracketing simulations, a
section of a spherical shell that roughly approximates the accelerated plate prior to impact was chosen as the projectile.
For the spherical shell, the radius refers to the outer radius of the sphere, the thickness refers to the difference between
the inner and outer shell radius, and the diameter is the distance along the surface of the shell. The Table I lists the
relevant properties of the six CTH simulations. These simulations also allow us to evaluate numerically the effects of
shape on the performance of a simple Whipple bumper shield.

Table I. Projectile Parameters for the CTH Simulations

Mass Diameter Thickness Shell Radius
CTH Model Experimnct Formii

(g) ( In to) (um ) (C i n)

na 12-s WS 11 Sphere 0.31 0.608

nal 2-p WS I I Plate 0).318 12.7 0.953

nal 2-c WSI I Cap 0.318 12.7 I.I 1.33

na l9-s WS 12 Sphere 0.652 ).723

nal9-p WS 12 Plate 0.652 19.0 0).868

I•nal9-c WS 12 Cap 0).652 19.0 H.) 1.33

The CTH simulations assumed normal impacts which were modelled with the two-dimensional axisymmetric geome-
try option. All of the simulations used identical zoning. material strength models, and equations-of-state. The zoning
was chosen so that good resolution (- 10 zones across the axial dimension) of the shock front in the relatively thin
bumper and excellent resolution (-25 zones across the axial dimension) in the rear panel was achieved. In addition, to
ensure second order accuracy, the zoning is square in those regions of primary importance (the bumper and the rear
panel). The zoning is allowed to grow and the contract axially in the region between the bumper and rear panel.

The projectile and bumper, both 606 1 -T6 aluminum, were represented by the equation-of-state developed by Kerley
and validated against experimental data for pressures below 8l0 GPa (Kerley, 1987). The rear panel (2219 T-87 alumi-
num) was represented using the 6061 -T6 aluminum equation-of-state with an adjustment made to reflect the higher ini-
tial density. This equation-of-state for aluminum represents the solid-liquid and liquid-vapor phase changes I Kerley

and Wise. 1985).

The materials were treated using a linearly-elastic perfectly-plastic material strength model with a Von Mises yield sur-
face. Principal stress was used to trigger the void insertion fracture model for all materials. The yield and tensile strengths
used for 6061-T6 and 2219-TX7 were 5.tx 1()9, 17.0x 109 and 6 .Oxl109. 15.Oxl109 dynes/crif. respectively. The valles that
"were used reflect the well known increase in yield and fracture strength in a dynamic loading environment. t Asay et
at. 1985, Ek and Asay, 1985).

COMPUTATIONAL RESULTS

The CTH simulations will be discussed separately in their respective sections. However, several key results from the
CTII simulations pertain to all computational permutations. Experimentally, the debris cloud generated by the impact
of the flier plate on the bumper is characterized by a diffuse leading edge. This diffuse leading edge is traveling at ve-
locities of 13-14 kin/s. A large radial velocity is also noted from the experimental photographs. Only the flat plate CTH
simulations predict an enhancement in axial velocity of the debris front as generated by the impact, although at a lower
velocity than the experiment. The CTIt simulations also predict radial velocities lower than the experimental data. In
general, the simulations dn not predict the diffuse vapor-like nature of the debris cloud as noted in the experimental
photographs.



To assess the sensitivity of the results on resolution in a limit domlain, a series of one-dilmensional calculations were
also performed. The zoning was increased by a factor of 100) over the axial zoning in the two-dimlensional simula-
tions. For this very finely resolved simulation, the debris front velocity was only slightly greater (< 5'/, ) than that noted
for the flat plate simulations. In addition, a similar highly resolved one-dimensional Lagrangian calculation \xas per-
formed. The Lagrangian simulation also gave results similar to the (7I1- predictions. Therefore. it is concluded that mesh res-
olution is not a significant contributor to the under-prediction in debris front velocity by the (1'11 simulations.

WS I I Simulation Spherical Projectile

Figure 7 shos% s a representation of the debris cloud resulting from ('Ill simulations just prior to impact ',% ith the rear
panel. The right side of Figure 7 shows the density (resulting from the impact of a spherical projectile) of all materials
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Fig. 7. ('ross-section of debris cloud for the Fig. X. Cross-section of the rear panel for the
WSI Il/sphere simulation at I I lts WS Il/sphere simulation at 25 ps

in the simulation. The density referred to here is that of a computational cell and should not be confused with the linear
density as determined from a radiograph. The left side of Figure 7 shows the interface lines betwaeen different materials.
Remnants of the bumper appear in the left side of the figure as small masses of material being s\,ept along by the re-
mains of the spherical projectile. The simulations predict that the debris front axial velocity is - 10.2 kni/s and tile radial
velocity is -3.6 km/s with a spray angle of -31 o. Figure X shows a representation of the rear panel at 25 ps,& which is
the end of the computational record. For the spherical projectile, the rear panel is not perforated by the debris generated
from the initial impact. From this single perspective, the CTIH simulation agrees with the experimental results.

WS I I Simulation Flat Plate Proiectile

Figure 9 shows a representation of the debris cloud from CTH just prior to impact with the rear panel for the simulation
of experiment WS I1. In this simulation, the bumper material leads the remains of the plate and has expanded axially
compared with the spherical assumption (compare this to Figure 7). The simulations predict that the debris front axial
velocity is -12.5 km/s and the radial velocity is -l .X km/s with a spray angle of-Itt . Unlike the simulation of a spher-
ical projectile, the mass appears to be "focused" into a column, resulting in less dispersion. Figure 1I0 shows the CTH
representation of the rear panel just after perforation by the debris cloud. An - 15 mm diameter rupture is predicted for
the flat plate projectile.

WS II Simulation Spherical Cap Proiectile

Figure I I shows a representation of the debris cloud from CTH just prior to impact with the rear panel. In this simula-
tion and unlike the flat plate prediction, a section of the bumper has separated from the projectile material and is leading
the bulk of the debris cloud. The simulations predict that the debris front axial velocity is -11. 1 km/s and the radial
velocity is -2.5 km/s with a spray angle of- 13 . Figure 12 shows a representation of the rear panel just after perforation
by the debris cloud. An inspection of the complete computational record shows that perforation of the rear panel occurs
at -24 pis after initial impact. From this figure. one can note the perforation diameter is -5 mam. Perforation is not ob-
served in experiment WS I I (see Figure 4).

Figures 13 and 14 show the calculated density as a function of axial (y-axis cotmputationally) and radial tx-axis comn-
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lines between different materials. Remnants of the )umper appear in the left side of the figure as s;mall masses of ma-
terial being swept along by the remains of the spherical projectile. The simulations predict that the debris front axial
velocity is -10.0 km/s and the radial velocity is -3.4 km/s with a spray angle of -3t). Figure 16 shows a representation
of the rear panel just after perforation by the debris cloud. An inspection of the complete computational record shows
that perforation of the rear panel occurs at -15 ps after initial impact. From this figure. one can note the perforation
diameter to be -2.5 mm.

WS 12 Simulation Flat Plate Proiectile

Figure 17 shows a representation of the debris L cý •ud from CTH just prior to impact with the rear panel. In this simula-
tion. the bumper material leads the remains of the plate and has expanded substantially compared with the spherical
assumption (compare this to Figure 15). The simulations predict !hat the debris front axial velocity is -12.1 km/s and
the radial velocity is -2.1 km/s with a spray angle of - 13 . Figure 18 shows a representation of the rear panel just after
perforation by the debris cloud. An inspection of the complete computational record shows that perforation of the rear
panel occurs at -2t0 pts after initial impact. From this figure, one can note the perforation diameter is -22 mm. Note that
the photographic records for experiment WS 12 (see Figure 6) indicate a deformation bulge of - 15 mm prior to rupture
of the rear panel.
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Fig. 2 1. Density along the symmetry axis Fig. 22. Density as a function of radius
(y-axis) for the WS 12 simulations (x-axis) for the WS12 simulations

with a somewhat lower density leading edge radially. The radial density plot shows a density spike along the centerline.
These features were also seen in the CTH simulations of experiment WS 11. Again, this is most likely all artifact of the
axis-symmetric approximation. For the flat plate, the two figures show the debris cloud to have a slightly higher density
leading edge axially, for both the bumper and projectile material. The radial density plot shows a density plateau rough-
ly equal to the initial plate radius (0.95 cm) with an exponential decrease off of that plateau. For the spherical cap pro-
jectile. the two figures show the debris cloud to have distinctly separated regions. The leading cloud is lot density with
the trailing material -3 times higher density.

DISCUSSION

In this study, impact of the flier plate on the bumper shield occurs at velocities over 10 km/s. This generates stresses in
excess of 160 (;Pa in both the impacting flier plate and the bumper shield. Aluminum melts at -120 GPa in the shocked
state. Therefore upon release from 160 (GPa the entire plate and the bumper shield will be molten with the final release
temperature -30100 K. Since the boiling point for aluminum is -27(1() K, partial vaporization is also anticipated. The
debris cloud generated upon impact is therefore expected to be completely molten with partial vaporization.

As mentioned previously, the debris cloud is observed to expand almost spherically as it propagates longitudinally. The
leading edge of the debris cloud is presumed to be low-density material probably vapor, travelling at velocities of 13
to 14 km/s, with a density gradient across the debris cloud in that the higher density material is travelling slower at
velocities approximating 6 to 7 km/s. The debris cloud expands radially at a rate of -7 km/s. This implies a spray
angle of -45"'. This is indicated schematically in Figure 23. The subsequent loading on the rear panel is both spatial and
timne-dependent in that the loading is distributed over a considerable portion of the rear panel and spans a time interval
of approximately X ts. This is also consistent with the result that the rear panel usually ruptures approximately 5 ps
after initial loading.

"The total mass in the debris cloud is composed of the mass of the flier plate and the fraction of the mass of the bumper
shield that was penetrated upon impact. As a first-order approximation, we assume that the flier plate punches an equiv-
alent diameter hole in the bumper shield upon impact and we neglect any mass ejected from the impacting surface of
the bumper. For a 19 inin diameter plate impact. the contributing mass to the debris cloud from the bumper shield .% ill
he approximately (. 96 g. Specifically. in experiment WS 12 the total mass in the debris cloud will be 1.61 g. If the entire
mass is distributed uniformly in a sphere of -I I cin diameter prior to impact (see Figure 5) of the rear panel. then tie
density olf the debris cloud is calculated to be -0.002 g/cl1 1. I1o•wvcer, as indicated in Figure 5. the mass appears to be
distributed towards the "'front" of the cloud wx11l n a |i tiite shell thickness. On anl average the density of the rest of the loud should
therefore be less than t f.(! 12 g/cm.

IThe agrecment with expernimlnt is relatively good it the criteria of penetrat lt In//ol- pellet raltiol i used. tlowe er. tile
nature of' the debris cloud (front velocity, radial dispersion, aind mass diistribut i s ( 15 not consistently simulated by
'TII. In general. the assumption that the projectihl is a spherical ob jec of mass eqial to1 tile mass of the experinentill

flier plate gives the best agreement w,!ith experiment for the distribution of mass in the debris coItud, the general shiape
i the cl loud, and the penetratilon characteristics of the debris cloud.d 'I he flat plate assumption predicts the highest axial
velot.ity tf tie debris cloud i but a very smal spray angle. This ass umption also overpiedic.ts pernlratlion nulerically.
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pletely vaporizes the bumper material but maintains it's own state as mostly liquid. The flat plate projectile simulations
produce the highest amounts of vapor for both bumper and projectile.

The mass threshold for penetration at - 10 km/s for a Whipple-like bumper shield design concept described in this study
is -(0.32 g for a plate 12.7 mm in diameter, and 0.953 mm thick, as the results of experiment WS II suggest. Experi-
ments with intermediate diameter plates are required to determine a threshold for perforation or ballistic limit. Although
the deformation of the rear panel is observed in this experiment, rear panel perforation is prevented at least up to 60) 4s
after impact of the bumper shield. This does not, however, imply that there is no structural damage to the rear panel.
such as spall planes. voids or cracks, or that late time structural response does not cause rupture.

As mentioned above, the leading edge of the debris cloud is low-density material, presumably vapor, travelling at ve-
locities of 13 to 14 km/s. with a density gradient across the debris cloud since the higher density material is travelling
at velocities approximating 6 to 7 km/s. The density distribution of the debris cloud cannot be quantitatively estimated.
Lov energy x-ray studies on the propagation of debris cloud would complement the current measurements, and would
yield quantitative measurements on the density distribution of the debris cloud. Alternately, we have used the multi-dimen-
sional hydrodynamics code CTH to numerically estimate the density distribution and the temperature distribution of the
cloud.

In general, the CTH simulations show tantalizing glimpses of the reality of the experimental results. In no case does
CTH fully predict the relevant experimental results. However, this is the first attempt at validating CTH to an experi-
ment of this type. The evidence indicates that the equation-of-state used does not contain some key physics. such as
phase separation, that is important for the conditions generated by - 101 km/s impacts. Since this velocity regime has not
been previously accessible to experiment, the inadequacy of the equation-of-state should not be surprising.

These calculations do, however, suggest that a thin flat plate impact on a thin shield will cause the most damage to the
rear plate. primarily due to the "one-dimensional" nature of the propagating debris that is generated upon impact. For
a spherical projectile. the debris tends to disperse laterally, causing the impulse loading to be distributed over a wider
area, thereby minimizing the damage to the rear panel when compared to the flat plate configuration.
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DESIGN AND PERFORMANCE EQUATIONS FOR ADVANCED

METEOROID AND DEBRIS SHIELDS

ERIC L. CHRISTIANSEN

NASA Johnson Space Center, Mail Code SN3, Houston, Texas 77058

ABSTRACT

This paper provides equations defining the performance capability of various types of meteoroid and
debris shielding systems. These equations have been developed at the NASA Johnson Space Center
(JSC) Hypervelocity Impact Test Facility (HIT-F). Equations are included that are applicable for
aluminum Whipple shields, Nextel® Multi-Shock (MS) shields, hybrid Nextel®/Aluminum MS shields,
and Mesh Double-Bumper (MDB) shields. The MS and MDB shields are advanced shields with
demonstrated weight and performance advantages over conventional Whipple shields.

NOMENCLATURE

C Speed of sound in target (kn/sec)
d projectile diameter (cm)
dc critical projectile diameter (cm) causing failure
p density (g/cm3 )
H Brinell hardness of target (BHN)
m areal density (g/cm2 )
M projectile mass (g)
P penetration depth (cm)
S overall spacing between outer bumper and rear wall (cm)
0 rear wall yield stress (ksi)
t thickness (cm)
0 impact angle (deg) measured from surface normal
V projectile velocity (kn/sec)
Vn normal component of proj. velocity (kin/sec) = V cos 0

Subscripts:

b bumper(s) [all bumpers in Multi-Shock (MS) shield, first
& second bumper in Mesh Double-Bumper (MDB) shield)

I intermediate layer in MDB shield
p projectile
t target
w rear wall
1,2,3,4 individual bumpers and spacings
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INTRODUCTION

Research at the NASA Johnson Space Center (JSC) Hypervelocity Impact Test Facility (HIT-F) has
resulted in a number of low-weight, state-of-the-art shielding concepts for spacecraft protection from
meteoroid and orbital debris impact (Crews and Christiansen, 1992). One such concept, the Multi-Shock
(MS) Shield, uses a spaced array of 4-5 thin sheets of aluminum, ceramic fabric or other materials to
repeatedly shock and disintegrate impacting projectiles followed by a rear-wall to react the loading from
the debris cloud (Cour-Palais and Crews, 1990). Another concept, the mesh double-bumper (MDB)
consists of four elements: a mesh, a continuous aluminum sheet, high-strength fabric, and rear wall
(Christiansen, 1990). Both the MS and MDB shields provide weight savings of approximately 50% at
light gas gun velocities compared with conventional dual-sheet aluminum Whipple shields (Table 1).
NASA is currently assessing the potential application of advanced shield concepts to Space Station
Freedom (SSF), including hybrid forms of the MS and MDB shields that combine ceramic cloth and
aluminum layers in various multi-bumper configurations to optimize performance capabilities within
established design constraints. Results of HVI testing and performance assessments for one of many
hybrid shield configurations under consideration are presented in this paper.

Table 1. Htypervelocity impact data for Whipple, Nextel®

Multi-Shock (MS), and Mesh Double-Bumper (MDB) shields

Shield mass per unit area for no perforation or detached spall (All impacts at 6-7 km/sec)

Overall Shield Areal Density (g/cm 2 ) and (Test Number)
Impact Spacing
Angle (cm) Whipple Multi-Shock MDB

3.2 mm (45 Mg) Aluminum Projectile

00 5 1.12 (JSC-A1464) 0.53 (JSC-A624) 0.41 (JSC-A963)
00 10 0.60 (JSC-A235) 0.29 (JSC-A1231) 0.25 (JSC-A1285)
450 10 1.50 (JSC-A1195) 0.31 (JSC-A1317) 0.36 (JSC-A1069)

6.4 mm (0.37 g) Aluminum Projectile

00 10 2.07 (JSC-B128) 1.10 (JSC-B112) 0.94 (JSC-B77)
00 20 0.96 (JSC-B31) 0.63 (JSC-B70) 0.64 (JSC-B27)

9.5 mm (1.3 g) Aluminum Projectile

00 30 1.35 (ARC-1895) 1.02 (UDRI 4-1293) 1.08 (UDRI 4-1172)

For assessments of the vulnerability of spacecraft from meteoroids and debris, equations have been
developed that define Whipple, MS, and MDB shield protection capabilities as a function of projectile
diameter, velocity, impact angle, density, etc. These equations are updates of previous work (Cour-
Palais, 1969; Cour-Palais and Crews, 1990; Christiansen, 1990). The shield performance equations are
based on hypervelocity impact tests and analyses to cover the full range of expected on-orbit impact
conditions. Orbital debris in low Earth orbit can impact at speeds exceeding 14 km/sec, with an average
of -10.3 km/sec. Meteoroids range from 11 to 72 km/sec. Most on-orbit impacts will be oblique, and
only a fraction (<15% typically) will be within 100 to 200 of perpendicular (i.e., normal) to the spacecraft
surface. Impact tests are used to derive the penetration equations up to the highest velocity attainable in
the laboratory, and analytical/numerical techniques are used to determine shield response beyond test
capabilities. Impact data to validate the equations is limited by light gas gun performance to
approximately 8 km/sec. NASA has been actively supporting launcher development to extend the
database to 10-12 km/sec.

The equations in this paper are presented in two parts: (1) sizing equations to determine preliminary
estimates of shielding thicknesses and weights, and (2) performance (or "ballistic limit") equations to
define the impact conditions, such as projectile size, velocity, density, and impact angle, that define the
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maximum protection capability for a particular shield. The penetration or ballistic limit equations given
in this paper are based on a failure criteria defined as perforation or detached spall of the rear wall of the
shield. Other ballistic limit curves could be developed based on other failure modes. The ballistic limit
equations are used in computer programs to calculate probabilities of damage from meteoroid and debris
impacts (Christiansen and Hyde, 1992). These equations continue to be updated periodically as
warranted by the results of additional hypervelocity impact (HVI) tests, analyses, and impact modelling.

SINGLE SHEET PROTECTION

In some cases, spacecraft components (such as electronic boxes, etc.) are "protected" by a single,
monolithic material. To assess protection capabilities for single-sheet aluminum alloy "shields",
penetration and perforation threshold equations were developed by Cour-Palais (1985, 1987). For
projectile density (Pp/pt < 1.5), the penetration depth into a semi-infinite target is:

Poe= 5.24 d19/18 H-0.25 (ppp)00.5 (Vn/C)2t3 (1a)

For projectile density (Pp/pt > 1.5):

P.= 5.24 d19/18 H-0.25 (pp/Pt)2/3 (Vn/C)2/3 (Ib)

If there is attached spall, the penetration depth is greater than into a semi-infinite target:

P = 1.05 P. (2)

If there is detached spall, penetration depth can vary between 1.08 and 1.5 times the semi-infinite target
penetration, that is

P = 1.08 P. to 1.5 P. (3)

The plate thickness to prevent perforation, but not detached spall is approximately 1.8 times the semi-
infinite target penetration (this includes the detached spall thickness):

t= 1.8 P. (4)

Plate thickness to prevent perforation and detached spall, but would allow attached spall is

t = 2.2 P. (5)

Plate thickness to prevent perforation and incipient spall is

t =3 P.. (6)

EQUATIONS FOR PRELIMINARY SHIELDING DESIGN

A simplified method is sometimes used (Cour-Palais, 1979; Christiansen, 1992) to roughly size the
thicknesses of the bumper(s) and rear wall of meteoroid/debris shields and estimate shielding weights. A
"design" particle size is calculated for each surface of a critical element from probability of no-failure
requirements, environment models, surface area, and orientation considerations. Thicknesses and
spacings for the various shield layers are then determined based on defeating the "design" particle at its
average impact velocity, density, and impact angle. Although adequate for developing estimates of
shielding weights and for performing quick trade studies, a more comprehensive approach is used for
verifying design adequacy by considering the complete meteoroid/debris impact angle and velocity
distributions.

EQUATIONS FOR PROBABILITY ANALYSES

Shielding protection capability is assessed by probability analyses which account for the directional
nature of orbital debris and meteoroids, the complex response of the shielding to oblique and low speed



149 E. L. CIRj•t•I•m-%sN

impact, and shadowing from nearby equipment (Christiansen et al., 1992; Crews and Christiansen,
1992).

The ballistic limit equations for Whipple, Multi-Shock (MS), and Mesh Double-Bumper (MDB) shields
are in a form that relates critical particle diameter (dc) with impact velocity, impact angle, particle
density, and target parameters. Impacts larger than the critical particle size cause shield failure (i.e.,
perforation or detache( spail of the rear wall of the hybrid shield), while those smaller do not. The
equations are consistent with the equations given for shield sizing purposes, although additional
equations are given to cover the full range of on-orbit impact velocities and impact angles.

DERIVATION OF EQUATIONS

The shielding equations in this paper are based on a number of HVI tests performed in the JSC
Hypervelocity Impact Test Facility (HIT-F) and other facilities. The damage classification system of
Dahl and Cour-Palais (1991) was used to standardize the shield damage observed in these hypervelocity
impact tests. The criteria for shielding success in these tests was no perforation or detached spall from
the in-board wall (or "rear wall") of the shield protection system. Over 200 tests on Whipple shields and
150 tests on Multi-Shock and Mesh Double-Bumper shields provide the basis of the performance
equations. The tests u&-d spherical projectiles up to -8 km/sec. The velocity in the databases is limited
by the capability of two-stage light gas guns, the workhorses of hypervelocity impact research.
Although velocities less than 8 km/sec represent only -25% of the debris threat, the HVI data includes
the more damaging low velocity impacts for these particular shields (typically 2-3 km/sec) and therefore
represents a higher percentage of the penetrating flux (Christiansen et al., 1992). In addition, the JSC
tlIT-F is currently evaluating data provided from a new generation of launchers such as an inhibited
shaped charge launcher developed by Southwest Research Institute for NASA (Tubos et al., 1990) and
Sandia National Laboratories' Hypervelocity Launcher (Chhabildis, 1992). Although these launchers
can fire aluminum particles in excess of 10 km/sec, test analysis is complicated by the fact that the
projectiles are non-spherical and subject to variations in impact orientation, size and shape. A primary
use for the advanced launchers is for comparison with hydrocode results and calibration of the material
models used in hydrocodes. The hydrocodes are then used to predict shield performance for >10 km/sec
spherical particle impacts.

The equations for application beyond test capabilities have built on formulations originally developed for
Whipple shields in the 1960's and 1970's which have been applied in evaluating meteoroid threats (Cour-
Palais, 1969), as well as previously developed MS and MDB equations (Cour-Palais and Crews, 1990;
Christiansen, 1990). Generally, a simple analytical relationship forms the basis of scaling to velocities
beyond 8 km/sec, although JSC HIT-F applies more sophisticated analysis techniques such as
hydrodynamic computer codes to evaluate the velocity scaling relations (Crews and Christiansen, 1992).
These evaluations are still in progress.

ALUMINUM WHIPPLE SHIELDS

Figure 1 illustrates the Whipple shield concept which consists of a front bumper at some stand-off
distance from a rear wall. The following equations are based on aluminum alloy shielding materials.
Bumper and rear wall thicknesses for defeating a given particle threat can be determined by the
following equations:

tb = Cb mp/Pb = cb d Pp/Pb (7)

tw = Cw d0 5 (pp pb) 1/6 M1/3 Vn/S 0"5 (70/,)0.5 (8)

For aluminum on aluminum impacts (i.e., pp = Pb), Cb = 0.25 when S/d<30 and Cb = 0.20 when S/dŽ30.
In equation (8), cw = 0.16 cm 2 -sec/g2/3-km. The coefficient cb is increased to 0.25 to reduce the
possibility of underestimating the required rear wall thickness with small standoff distances. These
equations are based on a ballistic limit criterion defined as no perforation or detached spall of the rear
wall of the shield.
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Figure 1. Whipple Shield (after Rajendran and Elfer, 1989)

Equation (8) is valid for particles impacting at a normal component velocity (Vn) of greater than 7
km/sec. The rear wall thickness relation is a slightly modified version of the Cour-Palais Whipple
equation ("non-optimum") which was used in the Apollo program to extrapolate test data to meteoroid
impact conditions (Cour-Palais, 1969). Coefficient Cw was derived from HVI testing with aluminum,
glass, and nylon projectiles that varied in diameter from 0.04 cm to 1.9 cm (Christiansen, 1991b). If the
S/d ratio is less than 15 for aluminum on aluminum impacts (Pp = Pb), Or (tb Pb)/(d pp) is less than 0.18
for normal impacts (not oblique) with V>7 km/sec, equation (8) potentially underpredicts rear wall
thickness. Bumper fragments become the primary source of rear wall damage at impact angles greater
than 650. Therefore, above 650, the calculated rear wall thickness should be constrained to 650. More
information on the derivation and applicability of these equations is contained elsewhere (Christiansen,
1991a; Cour-Palais, 1969).

The following equations define the protection capability limits for a Whipple shield in terms of a critical
particle size (dc) that causes shield failure (complete penetration or detached spall). Three penetration
regimes are defined based on normal component velocity. At low velocities, below 3 km/sec, impact
shock pressures are low and the projectile remains essentially intact after impact on the bumper. The
shield's rear wall is then impacted by a deformed but substantially intact projectile. The critical particle
size for Vn < 3 km/sec is given by

dc = [(t, (0/40)0.5 + tb)/(0.6 (cos 0)/3 pp0.5 V2/3)]( 181 19) (9)

The projectile is more damaging as velocity increases in the low velocity regime, thus critical particle
size decreases as velocity increasens. Ai vekcities above '.1,=3 kn/sec, the projectile fragments on the
bumper and will begin to melt above Vn = -5.5 km/sec for aluminum on aluminum impacts (Swift,
1982). A fragmenting or partially molten projectile is less damaging to the rear wall, thus critical
particle size increases in the intermediate velocity range.

For 3 km/sec < Vn < 7 km/sec:

dc = ([(tw (a/40)0.5 + tb)/(1. 2 4 8 pp0.5 cos 0)1(18/19) x

(1.75 - (V cos 0)/4)) + ([1.071 t,2/3 pp-1/3 Pb-1/9 S1/3 (o/70)!/3] x

((V cos 0)/4 - 0.75)) (10)
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At velocities above 7 km/sec, the debris cloud impacting the rear wall will contain various fractions of
solid, liquid, and vapor components of the projectile and bumper depending on impact conditions
(projectile shape, obliquity, density, etc.). For Vn_7 kmisec, critical particle size is given by

dc = 3.918 tw2/3 pp-1 /3 Pb-l/ 9 (V COS 0)-2/3 S1/3 (of7o) 113  (11)

For oblique impact angles over 650, critical particle sizes should be set to the critical particle sizes for
65' impact, because of the increased damage to the rear wall from bumper fragments; i.e.,

dcO>65 =dc0 =65  (12)

An example of set of ballistic limit curves for a 10 cm standoff Whipple shield (1.25 g/cm 2 total areal
density) is shown in Figure 2. The plot is of particle diameter to fail the shield as a function of impact
speed for different impact angles (failure of the shield occurs above the curves). This shows low speed
(-2-3 km/sec) and higher speed (-7 km/sec) oblique impacts can be more damaging (i.e., they have
lower critical diameters) than higher speed (-7 km/sec) normal impacts. A key factor governing the
performance of Whipple shields is the "state" of the debris cloud projected from the bumper toward the
rear wall. Whipple shields are less effective at low impact velocities and certain oblique impact angles at
higher speeds because these are the conditions which generate low impact pressures in the projectile and
bumper that result in solid, more penetrating fragments impacting the rear wall.

(No perloratlon or detached spall below curves)
1 00

N~ Ir0, No Pefl, delliChed

0 1 0r, Pedoratlon
0 80

r0O60\
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a- 0.40 0

o 020

0,004 * --- -+ - T ' t -, I . It

0 2 4 6 8 10 12 14 16

impact Speed (kfn/s)

Figure 2. Whipple Shield Ballistic Limit Curves: 0.127 cm Al 6061-T6 bumper, 10.2 cm spacing,
0.32 cn Al 2219-T87 rear wall, total shield areal density = 1.25 g/cm2

NEXTEL MULTI-SHOCK (MS) SHIELD

The multi-shock (MS) shield (Figure 3) is a low-weight shielding alternative to the Whipple shield.
Sizing equations for two types of MS shield are given below: (1) Four equally spaced ceramic fabric
bumpers with an aluminum rear wall, and (2) An all-flexible shield consisting of four equally spaced
ceramic fabric bumpers with a ceramic fabric rear wall. A ceramic fabric that has been tested
extensively at the JSC ItlT-F is Nextel®, an alumina, boron oxide, silica ceramic product made by 3M
Corporation. In these equations, the combined areal density of all four Nextel® bumpers is given by"mb", and the overall spacing (from outermost bumper to the rear wall) is given by "S". The areal
density of all four MS bumpers is approximately equal to the areal density of the single bumper in a
Whipple shield. Major weight savings occur in reducing the rear wall thickness required to stop a given
threat particle.

For MS ceramic fabric bumpers and aluminum wall:

mb= 0.19 mp = 0.19 d pp (13)
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mw = 41.7 M Vn/S 2 (40/0)0.5 (14)

For MS ceramic fabric bumpers and ceramic fabric wall:

mb = 0.19 mp = 0.19 d pp (15)

mw= 43.6 M Vn/S 2  (16)

These equations are slightly modified version from the MS equations presented by Cour-Palais and
Crews (1990). The wall areal densities calculated by Equations 14 and 16 are based on the ballistic limit
criteria of preventing perforation and detached spall. HVI testing with aluminum projectiles up to 1 cm
have been performed on the Nextel® bumper and aluminum wall MS configuration. These equations
can be applied for a component velocity (V x cos0 "2 50) of greater than 6.4 km/sec and S/d ratio of
greater than 15. These equations are valid for all impact angles.

. Multiple. ultra-thin, spaced sheetstw (TS/DP <03)

is Is ts ts - Successive shocks raise thermal state oft projectile

dp. Vp * Flexible or rigid shields materials
-- _" • - -Flexible material: ceramic fabric

- Nextel (3M brand name): 62% A1203.
24 Si02. 14% B203
Versatile. Many on-orbit augmentation

AS 10 AS IN14AS .1 0AS 4'options.
S-F|f ' -__I - Augmentation shield using deployable concepts.

Figure 3. Multi-Shock Shield (Cour-Palais and Crews, 1990)

No limits are necessary on oblique impacts because the ceramic fabric bumpers do not produce
damaging fragments. Particles produced by impacts on the ceramic fabrics are short fibers up to several
millimeters long but only 10-12 microns in diameter, Nextel® bumper particles ejected normal to the
bumper during oblique impact generally do not penetrate subsequent bumper layers and therefore do not
damage the rear wall. Bumper fragments from a Whipple shield are far more damaging to the rear wall
for two reasons: (1) an oblique impact on the bumper of the Whipple shield (which is -4 times heavier
than a MS bumper) produces bumper fragments that are larger and more penetrating than the tiny fiber
particles from a MS fabric bumper and (2) these bumper particles impinge directly on the rear wall of the
Whipple shield in contrast with the MS shield where bumper particles are stopped by lower layers of the
MS shield before reaching the rear wall.

The following MS shield ballistic limit equations are valid for a shield consisting of 4 Nextel® bumpers
and an aluminum rear wall, with equal spacing between sheets. In these equations, the overall spacing
from the first, outer-most, bumper to the rear wall is given by "S".

For V > 6.4/(cos 0)0.25:

dc= 0.358 (tw pw) 1/3 pp-1/3 V-1/ 3 (cos 0)-1/3 S2/3 (0/40)1/6 (17)

For 2.4/(cos 0)05 < V < 6.4/(cos 0)0-25:

dc= 1.12 pp-0. 5 [tw (o/40)05 + 0.37 mb] (cos 0Y1

[(6.4/(cos 0)0.25 - V)/(6.4/(cos 0)0o25 - 2.4/(cos 0)0-5)]

+ 0.193 (tw pw)1/ 3 pp-1/3 (cos 0)1/4 S2/3 (y/40)1/6

[(V - 2.4/(cos 0)0 "5 )/(6.4/(cos 0)0.25 - 2.4/(cos 0)0-5)] (18)
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For V <_ 2.4/(cos 0)0 5 :

d, = 2 [tw (0/40)05 + 0.37 mb]/[(cos 0)413 ppO.5 V2/31 (19)

Figure 4 illustrates the results of applying the above equations for a small-scale MS shield (0.31 g/cm 2

shield areal density, 10 cm overall spacing). This plot shows that a 3.2 mm aluminum projectile
impacting at 6.5 km/sec and normal impact angle will be on the ballistic limit of the shield, while the
shield will stop a 1.25 mm projectile in a normal impact at 3 km/sec.
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0.40 * W. Per-l n
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S0 30 \ 
430

0 20

0 0 o i I]LI0 020 ' •.

0 2 4 6 8 t0 12 14 16
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Figure 4. Multi-Shock Shield Ballistic Limit Curves: MS consists of four Nextel® AF26 bumpers
(0.043 g/cm2 each) and a 0.0508 cm Al 2024-T3 rear wall, with 2.54 cm between each sheet,

10.16 cm overall spacing, 0.31 g/cm 2 total

MESH DOUBLE-BUMPER (MDB) SHIELD

The Mesh Double-Bumper (MDB) is another advanced shield that provides similar protection and
weight savings benefits as the MS shield. A schematic of the MDB shield is given in Figure 5. It was
developed to show major improvements in the shielding protection capability of a Whipple shield could
be made simply by adding a mesh a short distance in front of the Whipple bumper and putting a high-
strength fabric layer (Kevlar®, Spectra®, or ceramic cloth) between the Whipple bumper and rear wall.
Impact testing at the JSC HIT-F has shown that a double bumper system with a mesh outer bumper
exhibits superior performance than the same weight double bumper consisting of two continuous
alunminum sheets. Equations for sizing MDB shields and predicting performance are given by
Christiansen and Kerr (1992).

7 f AUmlfnur,
- Projeolli. *I Aluminum mesh:

um i- Mass efficient method to disrupt projectile
.......- Greater spread of debris cloud results from

S ...... impacts on mesh; reduces performance
Sdegradation at smaller spacings.

s...on Bumper i -Fine mesh used. Small projectiles passing
, I unhindered through mesh easily defeated by

remaining shield elements.
- Improvement over equal-weight aluminum

double bumpers.
• Second bumper used to deliver second shock to

'______"______°___.....___remaining fragments.
- .............. "" Intermediate layer of high-strength fabric (Spectra.

.6 BWlKevlar, Nextel, etc.) used to decrease impulsive
loading on back sheet.

Figure 5. Mesh l)ouble-Bumper Shield (Christiansen, 1990)



HYBRID NEXTEIJALIUMINUM MUIUTI-SHOCK SHIELDS

Hlybrid MS shields are defined as a MS combination of Nextel® and aluminum bumpers and aluminum
rear wall. Hybridized MS (and MDB) shields are being considered for application on SSF because it is
relatively uncomplicated to improve the protection capability of certain Whipple shields by adding 2 to 3
Nextel® layers in the hybrid shield configuration (i.e., over the Whipple shield). The hybrid shield
considered in this section is a triple-bumper shield containing two layers of Nexte: I) ceramic cloth over
an aluminum 2-sheet Whipple shield (Figure 6). The 2 outer Nextel® bumpers and the aluminum
bumper are all equally spaced from each other. The spacing between the aluminum bumper and
aluminum rear wall is twice the inter-bumper spacing. Both Nextel® sheets together contain
approximately the same areal density as the aluminum bumper, while the rear wall is approximately
twice the areal density of the aluminum bumper. JIVI testing investigated a range of different hybrid
MS shields, including:

(1) A 20 cm overall standoff (1.05 g/cm 2) hybrid shield (100% scale model) with 2 Nextel® BF54
bumpers (0.108 g/cm2 each), a 0.1 cm Al 6061-T6 bumper, and a 0.18 cm Al 6061-T6 rear wall.

(2) A 40% model of the hybrid shield in (1): A 7.6 cm overall standoff (0.42 g/cm 2) hybrid shield with
2 Nextel® AF26 bumpers (0.043 g/cm 2 each), a 0.041 cm Al 6061-T6 bumper, and a 0.081 cm Al 6061-
T6 rear wall.

__.. . . . . . . . . . . . . . .. . ... .. .. . . . . . .. . . ._ N EX T EL

5/4
_. . . . . . . . . . . . . . . .... . . . . . . . . . . . . . ._ N E X T E L

5/4
I A] 606i-T6

-~rr

5/2

Al 6061-T6

Figure 6. Hlybrid Nextel®/Aluminum Multishock Shield

Ballistic limit equations for the hybrid shield are given below based on analysis of the -50 HVI tests
completed at the JSC tlIT-F on hybrid shields. The impact tests demonstrated dimensional scaling over
target sizes varied by 2.5 times (i.e., a 40% scale model that defeats a 2.5 mm particle was scaled to a
100% model that defeats a 6.3 mm particle).

For V Ž 6.5/(cos 0)2/3:

dc= 2.4 (tw pw) 2 /3pp-l/3 PA-1/ 9 (V cos 0)-253 S1/3 (a/40)1/3  (20)

For 2.7/(cos 0)0.5 < V < 6.5/(cos 0)2/3:

dc = 1.031 pp-0.5 [tw (a/40)0 5 + 0.37 mb] (cos 0 )(1/3x)

[(6.5/(cos 0)2/3 - V)/(6.5/(cos 0)2/3 - 2.7/(cos 0)0.5)]

+ 0.689 (tw pw) 2/3 pp-l/'3 PA-1 9 (cos 0)2/9 SI/3 (y/40)1/3

I(V - 2.7/(cos 0) 0 5 )/(6.5/(cos 0) 2/3 - 2.7/(cos 0)0.5)] (21)
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For V < 2.7/(cos 9)0.5:

d, = 2 ft, (0/40)0.5 + 0.37 mbl/[(cos 0)x Pp0.5 V2/3j (22)

where,

x = 7/3 when 0 <450

x = 2 when 0 > 450

Mb = mN + tA PA (N = Nextel bumpers, A = Aluminum bumper)

For oblique impact angles over 750, use the dc calculated at 750; i.e., for 0 > 750:

dc0>75 = dc0=75

Figure 7 shows the ballistic limit curves for a hybrid shield with the san., layup as the 40% scale model
(i.e., the second configuration discussed above).

0.8 1 (No perforation or detached spal below curves) 1 No pert. O" Impacts
t • Perf. 0' impacts

0.7 ' , A No per(. 45 " Impacts

' Pert. 45" Impacts

S0.6 0 NO pert. b0" impacts

S* Pert. 60" impacts

S0.4 '

O2 A

0.1

0 +- - -+----- - ---- - -I

0.0c 2.00 4.00 6.00 8.00 10.00 12.00 14.00

Velocity (km/c)

Figure 7. Hybrid Nextel®/Aluminum MS Ballistic Limit Curves: Two Nextel® AF26 bumpers
(0.043 g/cm 2 each), 1.9 cm between bumpers, 0.041 cm Al 6061T6 third bumper, 3.8 cm spacing,

0.08 cm Al 6061T6 rear wall, 7.6 cm overall spacing, 0.42 g/cm2 total

SUMMARY OF ADVANTAGES FOR MULTI-BUMPER SHIELDS

Besides improved performance, multi-I umper shields (such as the MS, MDB, and hybrid MS shields)
offer a number of advantages over conventional Whipple shields that are not completely evident from
the performance and design equations given above, including:

(1) Less damaging external secondary debris (ejecta): The thin Nextel® bumrers in MS shields, and
mesh bumpers in MDB shields, generate less external secondary ejecta in oblique impacts. The
secondaries that are produced are fine grained and result in little damage into witness plates compared to
Whipple shields.

(2) More efficient at converting projectile's initial kinetic energy to internal thermal energy: Alme et al.
(1991) has demonstrated by numerical simulation that a series of shocks produced by multi-bumper
shields increases the heating of the projectile compared to the single shock provided in impacts with the
bumper of a Whipple shield.

(3) Less sensitive to projectile shape: Multi-bumper shields are less prone to perforation by disks,
cylinders and other non-spherical projectiles than Whipple shields because the multiple shocks disrupt



the projectile to a greater extent. Numerical simulations at the JSC II1T-F and by Will iansen and Tipton
(1990) support this conclusion.

(4) Less sensitive to oblique impacts: IIVI tests and the equations in this paper indicate that oblique
impacts can be more damaging on Whipple shields than multi-bumper shields. Multiple shocks from
multiple bumpers cause greater projectile fragmentation and beating than a single bumper Whipple
shield, which suffers from less projectile fragmentation in oblique impacts (up to 600) in the 4-8 kmlsec
range. Also, multi-bumper systems have seve~al layers that slow the expansion of the debris cloud
before it collides with the rear wall, whereas the Whipple shield has no intervening bumpers to slow
debris cloud expansion (Boslough et al., 1992). This reduction in the debris cloud expansion speed is
even more pronounced in oblique imraacts on multi-bumper systems, because of the greater spread and
increased bumper contact area as impact obliquity angle increases.

(5) Less cumulative damage to the shield's rear wall: Over time, bumper fragments from numerous
small strikes will crater and damage the rear wall of a Whipple shield more often than multi-bumper
systems. The outer bumpers of the Whipple and multi-bumper shields will be perforated and spalled by
relatively small particles. In multi-bumper shields, the intermediate layers of the shield stop bumper
fragments from impacting and damaging the rear wall; whereas, the Whipple shield has no such
protection. Ibis can be a maintenance/inspection consideration for long duration spacecraft.

CONCLUSIONS

This paper gives sizing and ballistic limit equations that are applicable for a variety of spacecraft
materials and shielding systems. Data and analyses supporting these equations were discussed (also see
references to Christiansen, Cour-Palais and Crews). Tests and analyses on these and other promising
shielding systems are continuing at the JSC Ilypervelocity Impact Test Facility (lIlT-F) and these
equations will continue to evolve.
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HIGHLY OBLIQUE IMPACTS INTO THICK AND THIN TARGETS

ERIC L. CHRISTIANSEN*, ED CYKOWSKI -, AND JAVIER ORTEGA-

*NASA Johnson Space Center, Houston, Texas 77058
ALockheed Engineering and Sciences Company, Houston, Texas 77058

ABSTRACT

Hypervelocity impact (HV tests have been conducted at the JSC Hypervelocity Impact Test Facility
(HIT-F) with aluminum projectiles impacting semi-infinite (thick) and thin aluminum plates (with plate
thickness to projectile diameter ratios of 6.4 and 0.14, respectively) at impact angles ranging from
normal to the plate (00) to highly oblique (880). The targets were impacted by solid homogeneous
aluminum spheres from 1 mm to 3.6 mm diameter. Results of the HVI tests were not unusual up to
-65o, where impact damage is characterized as smooth craters and holes that become progressively
elliptical and distended along the projectile flight path. Above 650 angles, however, a transition occurs
to an irregularly shaped hole in thin materials and rough bottomed crater in thick targets. Above -80*,
multiple damage sites in the targets were formed with the damage areas separated by variable distances
of undamaged target surface. Analytical and numerical simulations of the impact process at oblique
angles above 650 demonstrates that shock compression and release of the projectile into multiple
fragments occurs before the projectile fully engages the target. The resulting projectile fragments are
then responsible for the multiple impact sites observed on the targets.

NOMENCLATURE

C Speed of sound in target (km/sec)
d projectile diameter (cm)
p density (g/cm 3 )
H Brinell hardness of target (BI-N)
P penetration depth (cm)
t thickness (cm)
0 impact angle (deg) measured from surface normal
V projectile velocity (km/sec)
Vn normal component of proj. velocity (km/sec) = V cos 0

INTRODUCTION

Oblique impact studies into thick monolithic and thin bumper shield targets have been reported in the
past (Eichelberger and Gehring, 1962; Schonberg, 1989). In addition, considerable work has been done
to assess the effects of oblique impacts on a planetary scale through laboratory testing (Gault and
Wedekind, 1978; Schultz and Gault, 1989; Schultz and Gault, 1990; Schultz and Beatty, 1992; Schultz
and Lianza, 1992). This paper provides additional investigation of the physics and phenomenology of
oblique impacts. These results are relevant to current spacecraft programs. For instance, a portion of the
hypervelocity impact craters found on the LDEF (Long Duration Exposure Facility) satellite aluminum
surfaces showed a pronounced multiple-crater morphology. An explanation offered for these multi-
crater impact features is that the impacting particle was non-homogeneous; possibly a meteoroid
consisting of a lightly-bound collection of individual particles (See et al., 1990). In this paper, we will
show that a homogeneous projectile impacting at a highly oblique angle (>650) can also cause an

1 57
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irregular, multiple-pit crater. In a highly oblique impact, the initial shock wave can travel through the
projectile causing the projectile to fragment before it has completely impacted the target material. The
resulting crater in a thick target, or hole in a thin target, will be irregular and can show multiple impact
sites. These results support the results previously observed and reported by Gault and Wedekind (1978),
Schultz and Gault (1990) and Schultz and Lianza (1992), especially for planetary cratering.

In addition, the results of our testing and analysis provide an explanation for the "critical angle" observed
in the oblique impact experiments on thin bumper shield plates by Schonberg (1989). Schonberg found
that for impacts at angles above the critical angle (60*-65*), impact damage occurred primarily to
external ejecta witness plates rather then the pressure wall plate mounted behind the bumper plate.
However, analytical models of the process were not advanced. In this paper, we show analytically that
in highly oblique impacts (above -65* at 6 km/sec and -70* at 7 km/sec) the projectile will fragment
first from the propagation of the initial shock front before the projectile has traveled completely through
the bumper. The remaining projectile fragments from the top of the projectile are shocked a second time
as they contact the bumper. At these high obliquity angles, some of the remaining projectile fragments
cannot penetrate through the bumper, and instead are projected along the exterior surface of the bumper
plate. These effects combine to substantially reduce the impact damage on the pressure wall as observed
by Schonberg (1989) for high obliquity impacts.

EXPERIMENTAL DESIGN

A series of HVI tests were performed at the NASA Johnson Space Center (JSC) Hypervelocity Impact
Test Facility (HIT-F) to study oblique impacts on semi-infinite (thick) and thin aluminum plates. The
tlIT-F's .07 caliber and .17 caliber light-gas guns were used in the study. The HIT-F is described in
detail elsewhere (Crews and Christiansen, 1992).

Definition of "Thin" and "Thick"

Projectiles were solid aluminum (2017-T4 alloy) spheres as were the targets (6061-T6 alloy). The speed
of the projectiles was maintained between 6.5 and 7 km/sec in 18 tests on semi-infinite targets. A 6.4
mm aluminum 6061-T6 plate was used as the "thick" target and the projectiles were 1 mm diameter
spheres (t/d=6.4). Impact angles were varied from 00 (normal to the surface) to 880, starting with coarse
increments at the low obliquity angles and making finer adjustments in impact angle at the more oblique
angles. The targets were adjusted in the target chamber to achieve the desired angle to the horizontal
flight path of the projectile. Impact angles were measured by an inclinometer to ± 0.50. In addition, 10
oblique angle tests on 0.051 cm aluminum 6061-T6 plates were conducted to characterize perforation
hole size and shape for "thin" plates. Projectiles were 0.357 cm diameter aluminum 2017-T4 spheres
impacting at 5.5 to 6.2 km/sec (t/d=0. 14). Impact angles of 600 to 880 were investigated. The test data
is given elsewhere (Christiansen, 1992b).

EXPERIMENTAL RESULTS

Craters were formed in the thick plates, whereas the thin plates were perforated. The following
paragraphs describe the morphology of the impact damage in more detail.

Crater Data

The photographs in Figure 1 show the craters formed by 6.5-7 km/sec impacts into monolithic aluminum
plates as a function of impact angle. Figure If shows the impact site resulting from a 1 mm spherical
aluminum projectile impacting at 6.6 km/sec into the aluminum target at a 720 impact angle (from
normal). The crater is elliptical, with an irregular (non-smooth) crater floor. Measurements indicated
the deepest part of the crater is on the entry side. There are a few small secondary craters located along
the projectile flight path, down range from the main crater (greater than a projectile diameter away).
Schultz and Gault (1990) introduce the term "sibling craters" to distinguish these "secondary craters"
formed by fragments of the original projectile from secondary cratering caused by ejecta following
ballistic trajectories. In addition, dark streaks and a spray of molten aluminum is found on the surface of
the target for many projectile diameters downrange of the impact crater.

Craters from impacts above 720 have a more pronounced multi-crater appearance as shown by Figures
lg through In. The main crater of the 760 impact is becoming more multi-pit like in appearance and the
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(b): JSC Shot 1948, 0=30°, V=6.88 km/sec (i): JSC Shot 2072, 0=780, V=6.53 km/sec
(c): JSC Shot 1946, 0=450, V=6.93 km/sec (j): JSC Shot 2074, 0=80°. V=6.60 km/sec
(d): JSC Shot 1947, 0=600, V=6.57 km/sec (k): JSC Shot 2076, 0=820, V=t 79 km/sec
(e): JSC Shot 1897, 0=700, V=6.86 km/sec (1): JSC Shot 2077, 0=840, V=6.'/2 km/sec
(f): JSC Shot 2095, 0=72°, V=6.59 km/sec (m): JSC Shot 2079, 0=86°. V=6.94 km/sec
(g): JSC Shot 2093, 0=740, V=6.79 kn/sec (n): JSC Shot 2084, 0=880, V=6.72 km/sec

Figure 1. Crater from a I mnu aluminum sphere impacting at 6.5 to 7.0 km/sec
on monolithic aluminum 6061-T6. Impact direction from left to right.
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down-range sibling craters are becoming more noticeable. The spray of dark material and molten metal
observed on the surface of the target increases in extent as the impact angle becomes more oblique.A
double crater is formed with impact angles of 820-840 (Figures 1k and 11). The deeper of the two craters
switches from the up-range to down-range crater for the 840 impact.

Figure 2 shows penetration depth decreasing in semi-infinite targets as impact angle becomes more
oblique; an unsurprising result (Gehring, 1970). The data indicates that for a normal impact at -7
km/sec, the ratio of penetration depth to projectile diameter (P/d) is -2.1, and becomes less than unity
(i.e., P/d < 1) for impact angles greater than 650.

Experimental and predicted penetration depths are presented in Figure 3. The predictions were made
using the Cour-Palais (1987) cratering equation which had been derived in the 1960's for the Apollo
program. The Cour-Palais equation adequately predicts the decreasing trend in penetration depth with
increasing impact obliquity. It slightly underpredicts penetration depth at near normal (00) angles (high
Vn) while somewhat overpredicting penetration depth at high obliquity angles (low Vn). The Cour-
Palais equation used here (also given in Christiansen, 1992a) is valid for aluminum alloy targets and for
a projectile density to target density ratio of less than 1.5 (Pp/Pt < 1.5). Penetration depth into a semi-
infinite target is:

P. = 5.24 d19/18 H-0.25 (pp/P00.5 (Vn/C)2/3 (1)

If there is attached spall, the penetration depth is greater than into a semi-infinite target: P = 1.05 P..
(only the normal and near normal impacts showed any spall bulging irn this study).

The ratio of total damage length to projectile diameter given in Figure 4 shows that for impact angles
between 00 and 650, the damage size becomes slightly smaller in length as obliquity increases. This
probably reflects the decrease in the energy deposited in the target as the impact becomes more oblique
(i.e., lower normal component kinetic energy). But above 650, the damage length begins to increase with
the cratering damage stretching out to well over 10 times the projectile diameter at angles over 850. The
ratio of damage width (or diameter) to projectile diameter steadily decreases as impact obliquity angle
increases (Figure 5). Figure 6 shows that the aspect ratio of the craters increase in a non-linear fashion;
that is, the craters become longer and thinner as obliquity increases, with the most significant aspect ratio
changes occurring above 650 impact angles.

Perforation (Hole) Data

Figures 7a, 7b, and 7c show the irregular hole resulting from 650 (JSC shot no. A1488), 800 (JSC shot
no. A1485) and 850 (JSC shot no. A1486) oblique impacts on 0.5 nun thin aluminum plates. The tests
were performed with a 3.6 mm aluminum projectile at -6 km/sec. All impacts resulted in one or more
perforations in the target plate. The target plate resembles the bumper (or first sheet) of dual-sheet
Whipple meteoroid/debris protection shields. The edges of the perforation are smooth where the
projectile initially contacts the bumper, but become more irregular and ragged as the projectile moves
through the bumper (on the down-range side of the impact hole). This is because the projectile has
already fragmented from transition of the initial shock wave prior to passing across the plane of the
bumper. In effect, a multi-shock process occurs with only a single bumper in highly oblique impacts on
thin materials. This multiple shock has the effect of increasing the thermal state of the projectile above
that which would be achieved by a single shock. The result is to increase the possibility that at least a
portion of the projectile wi'1 melt. In all thin plate oblique impact experiments, molten metal and darker
looking material were deposited on the target surface in a fan-shaped region down-range from the
projectile impact point.

The thin plate perforations followed similar trends as with the oblique impacts on the semi-infinite plate.
The 650 impact holes were slightly irregular in shape (Figure 7a) but became conspicuously irregular at
800 (Figure 7b), and a double perforation was formed at an 850 impact angle (Figure 7c).

ANALYTICAL RESULTS

Thick Target Simulation. Hydrocode simulations of JSC shot 2074 (1 mm aluminum projectile at 6.6
km/sec and 800 obliquity on a semi-infinite aluminum plate) were performed by the JSC HIT-F using the
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CTH Eulerian code from Sandia National Laboratories (McGlaun et al., 1990) and ZeuS. ZeuS is a
Lagrangian impact analysis code with sliding interface logic developed by Computational Mechanics
Consultants for personal computers (Zukas, 1990). Both calculations were performed in a two-
dimensional, plane strain mode to demonstrate some features of the oblique impact process. The 2-D
calculations are approximations of the 3-D oblique impact, and are essentially of an infinite length
aluminum cylinder impacting the target, with the cylinder's longitudinal axis oriented in the third
dimension.

The CTH simulation used the SNL-SESAME Equation of State (EOS) tables and Steinberg-Guinan-
Lund viscoplastic model. The Mie-Gruneisen equation of state was used to model the high pressure
material response in ZeuS. In the ZeuS code, material failure modeling is based on effective plastic
strain, volumetric strain, and maximum tensile stress (spall limit). Material yielding is simulated with
the von Mises criterion implemented to allow for strain and strain rate hardening, as well as pressure and
thermal effects. With ZeuS, the user generally adjusts some of the dynamic material and failure
parameters to tune the model results to the experimental observations (after which the "tuned" model is
used to predict results outside of the experimental data base).

The CTH and ZeuS predictions of crater depth and down-range length were generally close to each other
and the shot 2074 experimental results:
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Max. Crater(s)
Data Depth Length
Source (nun) (mm)

Measured 0.32 6.9
CTH 0.33 7
ZeuS 0.4 6

A series of Lagrangian tracer particles were employed in the CTH calculation to follow stress wave
dynamics. The maximum pressure recorded at the tracer points was -170 kbar at a tracer located
initially 0.5 mm from the initial contact point at the original surface (compared to -880 kbar for a normal
impact at 6.6 km/sec).

The ZeuS results of the simulation are illustrated in a series of plots contained in Figure 8 encompassing
1522 computational cycles and I psec of the impact event. The plots are read from top to bottom
starting on the left side. Each plot shows nine pressure contours in units of dynes/cm 2 ranging from the
material spall limits to 1012 dynes/cm 2 (1 Mbar). The plot axes are in units of centimeters. The
simulation time is indicated in the upper left hand corner of each plot frame.

~I

".3.6 mm.

Figure 7 (a). JSC Shot A1488: 3.6 mm A] Figure 7 (b). JSC Shot A1485: 3.6 mm Al
2017T4 projectile at 6 km/sec and 650 into 0.51 2017T4 projectile at 6.2 km/sec and 800 into

mm Al 6061T6 plate 0.51 mm Al 6061T6 plate

Figure 7 (c). JSC Shot A1486: 3.6 mm Al 2017T4
projectile at 5.5 kn/sec and 850 into 0.51 mm Al 6061T6 plate
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In the simulation of shot 2074, the compressive wave reaches the back of projectile at about 0.091 psec
after impact. The back of the projectile has unloaded from the initial shock at 0.11 pIsec after impact and
projectile breakup has begun. This occurs well before the projectile has fully engaged the target and the
remnant projectile fragments begin to form a second crater in the target 0.11 g.tsec after impact. By 0.3
Jpsec after impact, the remnant projectile is undergoing a second compressive shock from its repeated
contact with the target. This second shock is of importance in determining the state of the remnant
projectile, as it has many similarities to the multiple shock strategy applied by several new, improved
shielding techniques such as the Multi-Shock Shield (Cour-Palais and Crews, 1990). Multiple shocks
have been shown experimentally (Cour-Palais and Crews, 1990; Christiansen, 1990) and
computationally (Alme et al., 1991) to be more effective at elevating the thermal state of the projectile
and to increase the extent of projectile fragmentation. The hydrocode calculations indicate that multiple
compression/release cycles of the projectile are possible in highly oblique impacts which contribute to
projectile disruption and thermal processing.

In the ZeuS calculation, several secondary craters have developed between 0.4 and 0.7 pisec after impact.
Parts of the projectile remain intact and continue to move with a velocity vector parallel to the surface of
the target at the conclusion of the calculation at 1 Itsec. The calculation matches the test shot in general
characteristics. In particular, the simulation illustrates how multiple, rough bottom craters can be
generated by the impact of a single projectile into a thick plate target at an oblique impact angle.

Thin Target Impact Simulations (A1485). The perforation length in the CTH simulation of A1485 is
14.4 mm at 5 lwsec after impact compared to a final experimental value of 20.1 mm. However, the CTH
perforation was still increasing when the simulation was terminated. The peak pressure is 125 kbar lmm
from the impact point, and 86 kbar at the initaud contact point.

The results of ZeuS simulation of thin plate test number A1485 impacted at 800 with a 0.36 cm particle
are displayed in Figure 9. The plots illustrate the nressure contours in the projectile and target up to 2
lisec after impact. The initial compressive wave reaches the back of the projectile about 0.6 psec after
impact and the projectile begins to fragment. As the remnant projectile contacts the plate again, a second
shock wave is initiated in the projectile between I and 1.2 psec after impact. At 2 jisec, the target is
perforated and a portion of the projectile still remains intact but it is traveling down-range on the outside
of the target. If the thin target was the bumper of a Whipple shield, most of the material in the debris
cloud traveling toward the back plate of the shield would be bumper fragments.

The "external" secondary ejecta is composed of a major fraction of the original projectile and includes
additional bumper (target) material. The ZeuS simulation was run to show the late time results of the
secondary ejecta impacts on a 0.51 mm aluminum witness plate mounted normal to the bumper (target)
plate. The witness plate is perforated as observed in the experiment at 22.5 gtsec illustrating the
damaging effects of secondary ejecta debris.

Criteria for Formation of Multi-Craters in Oblique Impacts

The experimental evidence, supported by numerical calculations, shows that multiple-crater damage can
be created by a single, homogenous, regularly shaped (e.g., spherical) projectile impacting at an oblique
angle. A criteria is required that can be used to define the impact conditions that lead to the creation of
multiple- crater damage sites instead of a single recognizable crater. The criteria offered here is that the
creation of a multi-crater will be likely when:

(A) the impact angle is oblique enough to allow time for the initial compressive shock wave to travel
across the impacting particle, and:

(B) the rarefaction wave has time to travel back through and unload sufficient projectile material
(assumed here when the rarefaction nears the center of the projectile) to cause fragmentation of the upper
part of the projectile, before:

(C) the center of the projectile has traveled to the original surface level of the target.

With this criteria, a curve can be constructed for the "critical" impact angle as a function of impact speed
based on estimates of shock wave and rarefaction wave speed in various materials of various thicknesses.
Such a curve is plotted in Figure 10 that defines the critical impact angle above which oblique impacts
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will produce a multi-crater for aluminum on aluminum impacts. A one-dimensional shock wave analysis
was used to construct the curve in Figure 10, although it is recognized to be a rather coarse
approximation given the complex geometry of even 2-dimensional problems. The formulas of Gehring
(1970b) for shock and release wave speeds were used in the I-D analysis, in the same manner they had
been applied to previous bumper shield analyses (Christiansen, 1987).

Figure 10 shows that as impact speed increases, the impact angle must become more oblique to see any
evidence of multi-crater impact damage. Less than 3 km/sec impacts should not be considered because
speeds less than 3 km/sec would produce weaker shocks that may be insufficient to fragment the
projectile (which is prerequisite for multi-crater formation).

Data from the experimental work has been plotted against the theoretical curve. The HVI data indicates
multi-craters form in monolithic targets at impact angles of -720 and average speed of -6.8 km/sec.
This point falls somewhat above the theoretical critical angle curve, but it is close considering the
assumptions in the 1-D analysis. The 3.6 nun impact data with an average speed of -5.8 kin/sec
suggests irregular perforations form in thin targets (an indication of "multi-craters" in thick targets) at
-65*. This point falls very nearly on the theoretical curve.

EVIDENCE OF OBLIQUE IMPACT ON EXPOSED SPACE SURFACES

LDEF. The Long Duration Exposure Facility (LDEF) satellite was returned after nearly 6 years in space
with a large collection (> 5000) of > 0.5 mm diameter craters and 2> 0.3 mm diameter perforations on its
surface as reported by See et al. (1990). Some of the LDEF craters display unusual morphologies as
evidenced by the craters in Figures 11, 12, and 13 which show strong multi-crater characteristics. A
possible explanation is an impact, probably at an oblique angle, from a friable and/or multi-grain
aggregate of natural (meteoroid) particles (See et al., 1990).

However, this study has indicated another possible alternative: an impact from a homogeneous particle
at an oblique impact angle (that lies above the critical impact angle versus velocity curve in Figure 10)
which creates a complex multiple-crater morphology. For reference, the LDEF craters in Figures 11, 12,
and 13 can be compared with craters created by single, solid spherical projectiles impacting at 740 to 800
(and -7 km/sec) in Figures Ig, lh, and lj.

Lunar Craters. Various lunar craters have been identified by Gault and Wedekind (1978) and Schultz
and Gault (1992) as likely oblique impact candidates including the craters Messier and Messier A
(Figure 14). Comparing the Messier craters to the double-crater impacts in Figures 1k and 11, supports
the view that a single impact at a very oblique angle created both craters; either by a particularly slow
meteoroid (7-10 km/sec) impacting at 800-85', or a faster (20 km/sec) impactor at >870.

CONCLUSIONS

A hypervelocity impact test and analysis study conducted by the JSC Hypervelocity Impact Test Facility
(IIIT-F) has demonstrated that multiple craters can be produced by a single, solid, spherical projectile
impacting at an oblique angle (typically greater than 650 at 6 km/sec). A criteria was developed and
applied to predict, for any impact speed, the critical impact angle causing impact damage with a multiple
crater morphology. This information was used to suggest possible alternative sources of peculiar multi-
crater features found on the Long Duration Exposure Facility, and provides an explanation for the
"critical angle" observations obtained from thin plate penetration experiments (Schonberg, 1989).
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MESH DOUBLE-BUMPER SHIELD: A LOW-WEIGHT ALTERNATIVE FOR

SPACECRAFT METEOROID AND ORBITAL DEBRIS PROTECTION

ERIC L. CHRISTIANSEN AND JUSTIN H. KERR

NASA Johnson Space Center, Mail Code SN3, Houston, Texas 77058

ABSTRACT

A number of new, innovative, low-weight shielding concepts have resulted from a decade of research at
the NASA Johnson Space Center (JSC) Hypervelocity Impact Test Facility (HIT-F). One such concept,
the mesh doubte-bumper (MDB) shield is a highly efficient method to provide protection from
meteoroid and orbital debris impacts. Hypervelocity impact (HVI) testing of the MDB shield at the
HIT-F and other facilities have demonstrated weight savings of approximately 30% to 50% at light gas
gun velocities compared with conventional dual-sheet aluminum Whipple shields at normal impact
angles. Even larger weight savings, approximately 70%, have been achieved at 45 degree oblique
angles. The MDB shield was developed to demonstrate that a Whipple shield could be "augmented" or
modified to substantially improve protection by adding a mesh a short distance in front of the Whipple
bumper and inserting a layer of high strength fabric between the second bumper and rear wall. From the
test results, formulas have been developed that allow the design engineer to size MDB shield elements
for spacecraft applications.

GLOSSARY OF SYMBOLS USED

C equation coefficient
d diameter (cm)
dc projectile diameter causing failure (cm)
p density (g/cc)
m areal density (g/cm2)
S overall spacing between outer bumper and rear wall (cm)
y rear wall allowable yield stress (ksi)

t thickness (cm)
0 impact angle measured from surface normal (deg)
V projectile velocity (km/sec)
Vn normal component of projectile velocity (km/sec) = V cos 0

Sub.cripts: b bumpers [first & second bumper in mesh double-bumper shield]
I intermediate fabric layer in MDB shield
p projectile
w rear wall

INTRODUCTION

NASA and other agencies have historically constructed spacecraft with requirements for protection from
meteoroid impact (NASA SP-8042, 1970). A relatively recent design consideration has been the growth

1 69i
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of the orbital debris environment in low Earth orbit which now exceeds the natural meteoroid
environment for the important size regime of particle diameters greater than -1 mnm (NASA, 1991). Due
to weight constraints on spacecraft designers, there is a need for higher performance shielding concepts
that provide greater protection for less weight than the conventional two-sheet aluminum Whipple
shield.

This paper describes work in progress on characterizing the impact protection performance of an
innovative new shield concept: the Mesh Double-Bumper (MDB) shield. The MDB shield is one of
several advanced shielding concepts that have resulted from research at the NASA JSC Ilypervelocity
Impact Test Facility (lilT-F). Weight reductions of 30% to 70% for equivalent hypervelocity impact
protection are achieved by the MDB compared to conventional dual-sheet Whipple shields.
Ilypervelocity impact (IIVI) tests, supported by numerical and analytical calculations, have been
instrumental in developing ,.ie optimum MDB shield configuration. Distinguishing features of the MDB
are the combination wire mesh and continuous sheet double-bumper, and a high-strength fabric layer that
reduces particulate impacts and impulsive loading on the rear wall.

The MDB shield technology indicates that the protection performance of a Whipple shield can be
significantly enhanced by adding a mesh a short distance in front of the standard Whipple bumper and by
incorporating a fabric layer (of Kevlar®, Spectra®, Nextel® or other fabric) in front of the rear wall.
The mesh bumper provides additional benefits as well, such as reduction of damaging secondary ejecta
debris (Crews and Christiansen, 1992).

THE MESH DOUBLE-BUMPER SHIELD

The mesh double-bumper (MDB) shield consists of a spaced array of four distinct layers as shown in
Figure 1: (1) wire mesh first bumper, (2) continuous second bumper, (3) high-strength fabric
intermediate layer, and (4) a back plate or rear wall. Each has a different function as discussed below.

Aluminum
Projectile

Aluminum mesh
Di slrupt Projectile

-- (fragment/v acorize
without slowin'g debris)

sl 4d Spreod Debris

Second Bumper
* iiit/veportze
projectile fragmenlts

Soverall 30 d (Optimum)

intermediate Fabric)
" SloW Debris Cloud

* stop Residual Fragmwents

DeBCk Wall
* Resist ImnpuliveH

Figure 1. Mesh Double-Bumper Shield (Christiansen, 1990)

Wire Mesh

The wire mesh bumper provides a weight efficient method of breaking up the projectile into smaller
fragments which are subsequently shocked by the second bumper. The mesh is composed of
overlapping wires in a square pattern. Where the wires overlap, the mesh thickness to projectile
diameter ratio is double the wire to projectile diameter ratio. This effectively creates localized mesh
areas with greater bumper thickness. These thick areas contribute to the disruptive forces exerted on the
projectile by increasing the shock duration in the projectile du ing the impact event. By removing
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"excess" bumper material, the mesh bumper is as capable of disrupting a projectile as a heavier
continuous bumper.

Based on evidence from high-speed framing camera photography provided in impact tests at the JSC
HIT-F, the mesh does not substantially reduce the speed of fragments resulting from the initial impact.
Because the velocity of the fragments remains high after the incident particle breaks up on the mesh, the
second bumper is more effective in shocking the remaining fragments to a high stress level that will,
upon unloading, cause the remnant projectile fragments to release into liquid, vapor or finer solid
particles that are less penetrating to the back sheet of the shield.

Less damaging secondary ejecta (external debris) is produced by the MDB shield, with its relatively thin
outer mesh bumper, compared to an equivalent performance Whipple shield. Tests have demonstrated
that secondary ejecta from mesh bumpers consist of fine, mist-like particles that do not significantly
damage witness plates (Christiansen, 1987).

Another observation from the impact tests is that the fragmentation of the projectile on a wire mesh is
more dispersive than an impact into the same areal density continuous bumper (Christiansen, 1987,
1990). The debris cloud exiting from a wire mesh bumper spreads laterally to a greater extent than from
the same weight per unit area continuous bumper. A recent research study (Horz et al., 1992)
substantiates this conclusion. The resulting greater spread in the debris cloud reduces performance
degradation at smaller bumper standoffs. This translates into greater weight savings for the MDB shield
as overall shield standoff distance is reduced, compared to an equivalent performance Whipple shield.

Second Bumper

The ptapose of the second bumper is to produce a second shock in the projectile fragments produced
from impact with the initial mesh bumper. The impacting fragments become further pulverized after
unloading from the shock on the second bumper, and their thermal state increases which can melt or
vaporize them. The second bumper is a continuous sheet that is sized to completely shock the largest
particle in the debris cloud from the projectile impact on the mesh. A continuous bumper insures that
any small particles passing unhindered through the first mesh are disrupted well before contacting the
intermediate layer and rear wall.

Intermediate Fabric Layer and Back Plate

The intermediate fabric layer is used to increase shielding performance by stopping or slowing any
remaining solid fragments before they contact the back plate. In addition, the fabric layer slows the
expansion of the debris cloud by absorbing energy through stretching and breaking of the fabric fibers,
thereby decreasing the momentum loading on the back plate. The purpose of the back plate (or "rear
wall") is to resist penetration of any solid fragments and react the impulsive loading from the debris
cloud.

EXPERIMENTAL DESIGN AND RESULTS

The concept of using a mesh as a bumper material for shielding has been investigated since the early
1980's by personnel at the NASA JSC Ilypervelocity Impact Test Facility (HIT-F). Numerous tests
were performed on wire mesh bumper systems before the MDB shield design was perfected
(Christiansen, 1987; Crews and Christiansen, 1992). The MDB shield has performance characteristics
comparable to the Multi-Shock (MS) Shield described by Cour-Palais and Crews (1990).

Testing of the MDB concept occurred in several distinct phases: (1) research testing to select and
optimize the materials, spacings, and weight distribution between the different shield layers, (2) scaling
studies to assess thicknesses of the various shield elements as a function of projectile impact conditions
(size, velocity, etc.), and (3) development testing to derive equations for predicting overall MDB shield
performance as a function of impact velocity, impact angle, and projectile density.
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MDB Optimization and Scaling Studies

Results of the MDB optimization studies using 0.32 cm diameter aluminum projectiles have been
reported by Christiansen (1987, 1990). This work has been extended to scaling up the MDB shield
concept to 0.64 cm, 0.79 cm, and 0.95 cm diameter aluminum projectiles. Scaling equations were
developed (reported later in this paper) and verified in the scale-up studies.

Spacing between first and second bumper is a key variable that was evaluated in the impact testing. It is
desirable to keep the first and second intra-bumper spacing as small as possible to allow the greatest
expansion in the debris cloud that exits the second bumper before impact with the back plate. However,
spacing is required between bumpers to allow sufficient material contact with the second bumper to fully
shock the debris fragments. The minimum weight MDB configuration was found when first to second
bumper spacing was 3 to 4 times the projectile diameter (Christiansen, 1990, 1992).

Hydrocode calculations show residual stresses cause further flattening of the projectile fragments as they
travel from first bumper to second bumper (Alme, 1991). The change in aspect ratio of the fragments (to
thinner, more disk like shapes) is an advantage upon impact with the second bumper, allowing a thinner
second bumper to fully shock the fragments.

The optimization studies investigated the required mesh areal density and mesh geometry parameters.
Figure 2 shows some of the aluminum mesh types used in the study. The mesh is composed of
overlapping wires in a square pattern with a wire diameter to projectile diameter ratio of from 0.07 to
0.10. Generally, from 4 to 6 wires are "cut" by the diameter of the projectile. Open area of the meshes
varies from 20% to 40%. Since a fine mesh is used, small projectiles passing unhindered through the
mesh are easily defeated by remaining shield elements.

Aluminum meshes have been extensively tested since they are effective against orbital debris which until
1991 has been defined as having the density of aluminum (NASA, 1991). However, some tests have
been performed with steel projectiles on steel meshes and fabrics. Tests with higher density projectiles
were conducted since they may be included in future debris environment definitions. It has been found
that a higher density mesh bumper is more effective against higher density impacting projectiles.

M h Mesh C shD

50 x 50 mesh 30 x 30 mesh 24 x 24 mesh 12 x 12 mesh
0.009' wire diameter 0.0 12' wire diameter 0.023" wire diameter 0.032' wire diameter

0.0304 g/cmA2 0.051 g/cm^2 0.130 g/cm^2 0.135 g/cm^2
Wire area = 70% Wire area = 59% Wire area - 80% Wire area - 62%
Open area = 30% Open area = 41% Open area - 20% Open area = 38%

dw. wires wires dwlre wires dw._. wires

dprol d pro cut dprol dprol CUI dprol dproJ cut dprol dpro, cut

* 1/32 Inch 288 1.6 11 lIinch .098 38 1/4 nch~ .092 S ~ 1/4 Inch .128 3

0 1.25 mm .783 25 W
0 1 5mrm 152 29 1/4 inch .048 7.5

1/16 inch .144 3.1 3T8 Inch 085 4.5

* 3132 inch .096 4.7

1/8 inch .072 63

* 9/64 Inch 064 7

Figure 2. Aluminum Mesh Types Evaluated in IIVI Tests



Different materials for the second bumper were evaluated analytically and experimentally (Christiansen,
1990), including various aluminum alloys, graphite-epoxy, and Nextel® ceramic fabric. Although
graphite-epoxy and Nextel® performed as well or better than aluminum, aluminum (6061 alloy) was
used for the second bumper in the later development testing because the emphasis was on methods to
upgrade the protection of typical Whipple shield designs. A series of flash X-ray photographs in Figure
3 from the University of Dayton Research Institute (UDRI) shows a 0.95 cm aluminum impact at 6.8
km/sec on the first two sheets of a mesh double-bumper. After impact with the mesh, the remnant
projectile is fractured and flattened. Also of note are precursor "jets" of very fine material that correlate
with the gaps between the mesh wires. The projectile fragments are totally broken up into a cloud of
very fine particles after impacting the second continuous bumper sheet.

Location of the intermediate fabric layer is a significant parameter influencing the effectiveness of the
MDB shield. The optimum fabric layer location is dictated by mounting as far from the bumpers as
possible to attain the maximum debris cloud expansion while allowing sufficient clear space to insure the
cloth fibers stretch and tear to slow the debris cloud velocity before contacting the rear wall. Testing
showed greater impulsive loading damage occurred to the back plate if the fabric layer was mounted
directly to the back plate surface (Christiansen, 1990). It was found that the optimum location for the
cloth layer was at a short distance, approximately 3 to 4 times the projectile diameter, from the back
plate.

A number of different types of fabric materials were considered for the intermediate cloth layer. Impact
tests were used to evaluate Kevlar® and Spectra® intermediate layers, primarily because they have high
strength to weight ratios giving them excellent ability to absorb energy. Kevlar® is a DuPont product
made from aramid fibers while Spectra® is a high modulus polyethylene fabric produced by Allied
Signal. Nextel® 312 (made by 3M) ceramic cloth was also tested because it has good high-temperature
strength characteristics. Spectra® 900 and Kevlar® 29 fabrics performed somewhat better than Nextel®
312 cloth, although all fabrics increased shielding performance over not having a fabric layer and adding
the equivalent mass of the fabric to the back plate.

Figure 3. UDRI flash X-ray series of 1 cm, 6.8 kmlsec aluminum impact on a
mesh double-bumper shield (Mesh Type D)
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Alternative back plate materials and configurations, such as laminates, honeycomb, composites and
fabrics, have been tested and could potentially provide more protection for less weight than aluminum
alloys.

Figure 4 shows typical results of a hypervelocity impact test (JSC Shot No. A963) on an aluminum mesh
double-bumper system using a type B mesh (see Figure 2). The projectile was a 3.2 nun aluminum
sphere impacting at 6.35 km/sec normal to the shield. This particular test was evaluating small
standoffs, with a 5 cm total spacing used in this test (S/d = 16). Spectra® 900 cloth (2 layers of Style
618 fabric) was used in the intermediate layer (0.056 g/cm2 ). No perforations or detached spall occurred
to the 0.08 cm Al 2024-T3 back plate, which was permanently deformed and bulged by a purely
impulsive load. No cratering from solid fragments was evident on the back plate. The total areal density
of this MDB shield is 0.41 g/cm 2 - This weight is -60% less than an aluminum Whipple shield providing
equivalent protection (no penetration or spall) with the same standoff (1.1 g/cm 2 ). For this threat case
(0.32 cm aluminum with S/d=16), the MDB shield shows a slight improvement over the 0.525 g/cm 2

Nextel® MS shield with a 5 cm total spacing reported by Cour-Palais and Crews (1990). Impact testing
at the JSC IIIT-F has shown that a double bumper system with a mesh outer bumper exhibits superior
performance over the same weight double bumper consisting of two continuous aluminum sheets
(Christiansen, 1990).

15 cm 15 cm
a) Double-Bumper Front b) Intermediate Layer and Wall Front

Projectile: 0.32 cm Al 2017T4, 6.35 km/sec, 00
Target: Mesh Type B first bumper (0.03 cm wire diameter), 0.03 cm Al 6061 second bumper, 0.056 g/cm 2

Spectra® 900 Layer (2 Style 618 fabric), 0.08 cm Al 2024T3 rear wall, 5.08 cm overall spacing

Figure 4. JSC HIT-F Shot No. A963: Performance of MDB Shield with 5 cm overall spacing
against 0.32 cm Al projectile.

Figure 5 demonstrates a scaled-up mesh double-bumper that was tested with a 7.9 mm diameter
aluminum (2017T4) projectile at 7.43 km/sec (JSC Shot No. B135). For this test, a type A mesh was
used (Figure 2) for the first bumper and five sheets of Kevlar® 29 fabric (style 710) with an areal density
of 0.16 g/cm 2 was used for the intermediate layer. The Kevlar® was securely mounted to a rigid frame
located 3.8 cm in front of the back plate. Overall spacing from first bumper to back plate was 25.4 cm.
Total shield areal density for this MDB configuration was 0.766 g/cm 2 . In comparison, a Whipple shield
with 25.4 cm spacing would weigh 1.3 g/cm 2 to provide similar protection (Christiansen, 1992).

Developnent Testing

Development testing concentrated on specific MDB configurations to derive MDB shield sizing
formulas and performance assessment equations suitable for spacecraft shield design application. In
particular, MDB shield performance as a function of projectile size, impact velocity, density, and impact
angle was assessed. The basis of the testing was a MDB configuration with an aluminum mesh bumper,
Al 6061 second bumper, Kevlar® 49 and Spectra® fabric intermediate layers, and aluminum alloy rear
wall.
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Table 1: MDB Hlypervelocity Impact Test Data
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Where Cm can range from 0.035 to 0.057 without changing the accuracy of the following equations. The
mesh has wires in a square pattern with a wire diameter to projectile diameter ratio of from 0.07 to 0.10.
The first to second bumper spacing is four times the projectile diameter: S1 -= 4 d.

The second bumper is a continuous aluminum sheet that is sized by the following equation:

m2 = 0.093 d pp (2)

A high strength fabric intermediate layer (Spectra@, Kevlar@, Nextel®, etc.) is mounted a distance of $3
= 4 d in front of the rear wall. For Spectra® or Kevlar®, the sizing equation is:

mI = 0.064 d pp (3)

If Nextel® is used, the sizing equation is:

mI = 0.095 d pp (4)

The rear wall sizing equation is:

mw = 9 M Vn /S3/2 (40/o)0"5  (5)

These equations can be applied for a component velocity (V x cosl/30) of greater than 6.4 kn/sec and
S/d ratios of more than 15. The wall areal density calculated by (5) is based on the ballistic limit
criterion of preventing perforation and detached spall.

The equations are valid for all impact angles. Bumper materials are ejected normal to the bumper in
oblique impacts. Bumper particles from oblique impacts on a wire mesh consist of fine mist-like
particles that are stopped by the second bumper. Bumper particles from the second bumper are stopped
or slowed considerably by the intermediate fabric layer protecting the rear wall. On the other hand,
bumper fragments from a Whipple shield are far more damaging to the rear wall for two reasons: (1) an
oblique impact on the bumper of the Whipple shield produces bumper fragments that are larger and more
penetrating than from the thinner MDB bumpers and (2) these bumper particles can impinge directly on
the rear wall of the Whipple shield.

Figure 6. CALE Simulation of impact on discontinuous grid (left) and continuous bumper (right)
(Alme, 1991). Impact occurs left to right. Projectile and target boundaries are outlined.

Specific energy distribution at 0.4 ws. Scale varies linearly from zero to 0.03 Mb-cc/g on left
and to 0.025 Mb-cc/g on right.

For applications to velocities beyond test capabilities, these formulations build on equations originally
developed in the 1960's and 1970's for predicting optimum Whipple shield performance against 11-72
km/sec meteoroid threats (Cour-Palais, 1969; Cour-Palais and Crews, 1990). JSC HIIT-F applies
additional analysis techniques such as hydrodynamic computer codes to evaluate the velocity scaling
relations. For example, Figure 6 shows a hydrocode simulation of an impact into equal areal density



continuous and discontinuous bumpers. This impact sequence was performed with the CALE hydrocode
(Alme, 1991). The discontinuous bumper represents a 50% filled wire grid (a linear pattern of square
cross-section wires), with a wire thickness to projectile diameter ratio of 0.08. The pressure contours
after 0.35 psec shows that localized areas of the projectile impacting the grid bumper have been shocked
to somewhat higher pressures than the continuous bumper because the duration and extent of the shock
wave has been changed by mesh geometry. The code also predicts that areas of the projectile that
impacts the grid have a 20% higher thermal energy content than with the impact on the continuous
bumper (Figure 6). The simulation shows "jets" of molten material form in the gaps of the grid. The
hydrocode evaluations of the MDB are still in progress.

Ballistic Limit Equations

The following ballistic limit equations define MDB shield performance for a configuration using either
Keviar® or Spectra® cloth as an intermediate layer, and aluminum mesh and continuous bumpers and
rear wall. The equations are in a form that relates critical particle diameter with impact velocity, impact
angle, particle density, and target parameters. Impacts larger than the critical particle size cause shield
failure (i.e., perforation or detached spall of the rear wall of the hybrid shield), while those smaller do
not. The equations are consistent with the equations given previously, but additional equations are given
to cover low and intermediate impact velocities.

These equations predict MDB performance across the full range of impact conditions expected on-orbit
and are used in meteoroid/debris probability analyses, such as BUMPER, a computer program that is
used by the JSC HIT-F to calculate probabilities of meteoroid and debris impact damage (Christiansen et
al., 1992; Crews and Christiansen, 1992).

For V > 6.4/(cos 0)1/3:

dc = 0.6 (tw pw)1/ 3 pp-t !3 V-1/3 (cos 0)-1/3 S1/2 (0/40)1/6 (6)

For 2.8/(cos 0)0.5 < V < 6.4/(cos 0)1/3:

d,= 1.11 pp-0.5 [tw (0/40)0.5 + 0.37 (mb+mi)1 (cos 0) 4 /3

[(6.4/(cos 0) 1/3 - V)/(6.4/(cos 0)1/3 - 2.8/(cos 0)0.5)1

+ 0.323 (tw pw)1/ 3 pp-1 /3 (cos 0)-2/9 S 1/2 (0/40)1/6

[(V - 2.8/(cos 0)0 .5 )/(6.4/(cos 0)1/3 - 2.8/(cos 0)0-5)1 (7)

For V < 2.8/(cos 0)0.5:

d, = 2.2 [tw (a/40)0.5 + 0.37 (mb+mi)1/[(cos 0)5/3 pp0 .5 V2/31 (8)

An application of these equations to a typical MDB shield configuration is shown in Figure 7. Figure 8
shows a comparison between the ttVI test data and predicted shielding performance using (6) through
(8) for impact tests on different MDB configurations.

SUMMARY AND CONCLUSIONS

The impact testing and analysis work at the JSC HIIT-F has resulted in an alternative low-weight
shielding concept: the mesh double- bumper shield. MDB shields offer -50% weight savings compared
to conventional Whipple shields, while reducing the amount of damaging secondary ejecta debris.
Impact performance of the MDB has been assessed for the full range of impact conditions assessable in
the laboratory (up to 8 km/sec and at normal and oblique impact angles). Equations have been
formulated to allow designers to apply the MDB concept to spacecraft meteoroid/debris protection.
Aluminum mesh bumpers offer some unique advantages in augmenting conventional Whipple shield
meteoroid/debris protection. Work to date indicates that the addition of a mesh to the exterior of
equipment items protected by Whipple shields will greatly increase their resistance to penetration.
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Ballistic protection can be improved even more if an intermediate fabric layer (of Kevlar®, Spectra®, or
Nextel®) is attached near, but not on, the rear wall.

Al mesh .009" wire, A16061-0, (2) Kevlar or Spectra, $=10.16 cm, .051 cm A12024T3
0.8 (Shield perforation above curves)

Mesh Double.Bumper Shield 01 0' impacts, no pert.
0.7 0. *0-Oimpacts, pert.

d, v 450 impacts, no pert.
E 450 impacts, perf.

0.6 0 600 impacts, no pert.

-- ",... 75' impacts, no pert.

E 0.5 
r

00"6 0.4t , "....---600
==o. /•')E"; ............ 450

S0.3 ' "0

o 0.2

0.1

0 . . . . . . i

0 2 4 6 8 10 12 14

Velocity (km/s)

Figure 7. Mesh Double-Bumper Shield Ballistic Limit Curves
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Figure 8. Comparison of MDB Shield Predicted Perfomance with HVI Data
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A NOVEL METHOD FOR LAUNCHING FLYER PLATES

T. COOPER

SRI International, 333 Ravenswood Avenue, Menlo Park, CA 94025

ABSTRACT

We describe a potential method for launching flat flyer plates by using explosives in complete cylin-
drical convergence. The basic problem we study in this computational analysis is how to turn the
cylindrically convergent shock wave from the explosive into a flat front shock wave running parallel to
the cylinder axis. We use a two-dimensional Lagrangian finite difference code to simulate the device.
The code uses a free Lagrange method for dealing with mesh distortions.

The calculations predict that the method could launch relatively flat metal plates at velocities up to
14 km/s, but computational uncertainties make experimental verification mandatory.

INTRODUCTION

Explosively-launched high velocity flyer plates are useful for high pressure equation-of-state measure-
ments and other applications. However, usual designs attain plate velocities of only a few km/s. This
paper addresses the problem of producing plate velocities in excess of 10 km/s. The work here was
inspired by a Russian design communicated by Fortov et al. (1990). As shown in Fig. 1, the Russian
design uses a hollow cone of explosive initiated simultaneously on the outside. The explosive will drive
a hollow cone of copper onto a solid cone of copper. The Mach stem that develops in the solid cone
finally impacts an aluminum plate at the base of the solid copper cone. The Mach stem should be able to
throw a center portion of the aluminum plate as a flat plate, the Mach stem being flat itself. When we
tried to computationally simulate this configuration we got a glob of aluminum going at an impressively
high velocity of 10-15 km/s, but we were not able to preserve a flat plate. The problem might be that we

did not do the calculation with sufficient resolution or that we did not have sufficient detail about the
design. The information we had was somewhat meager. If a flat flyer plate cannot be produced, the
performance is not attractive since Leyrat et al. (1991) have shown that one can throw a glob of material
potentially at 20-21 km/s by using complete cylindrical convergence. The Russian design has the
deficiency that the momentum vector of the explosive is not completely at right angles to the cylinder
axis. The configuration by Leyrat et al. has complete convergence, but since it works generally like a
shaped-charge device, it inherently throws a glob of material. Our incremental invention is to use
complete cylindrical convergence, but still be able to throw a flat plate.

FLYER PLATE DESIGN

The basic configuration is shown in Fig. 2. The symmetry is cylindrical with the Z axis the axis of
symmetry. We have a circular aluminum plate, then a cone of A120 3 , outside that a hollow cylinder of

tungsten, and finally, a hollow cylinder of high explosive. The explosive continues out to a radius of
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7.5 cm (not shown in plot). There is also a ring of tungsten around the aluminum plate to keep the
aluminum from expanding radially. The upper and lower boundaries at 0 and 3.8 cm are symmetry
boundaries to simulate confinement. We omitted the confinement from the calculation to simplify
things. The explosive is initiated uniformly at the outside surface at 7.5 cm radius. We could probably
have reduced the amount of explosive needed by putting confinement on this boundary, too. The
uniform initiation of the explosive produces a cylindrically convergent detonation wave that will arrive
simultaneously all along the tungsten/explosive interface. The tungsten cylinder in its turn will start
collapsing radially inward.

When the wave hits the A120 3/tungsten interface at R = 1 cm, we get a wave converging on the axis, but
we also get a wave going downward in the Z direction. This downward wave will be reinforced when
the radial shock wave in the A120 3 is reflected at the cylinder axis. The purpose of the sloped outside
boundary of the A120 3 cone is to time the closure of the tungsten cylinder with the A120 3 cone, so that
the downward wave gets side support. This closure point must move vertically with a speed that is equal
to the shock wave speed of the vertical wave in the A120 3. The radial wave in the A120 3 will bounce
back and forth between the cylinder axis and the tungsten, gradually equilibrating the wave front of the
vertical wave into a flat front. The higher the wave speed in the cone material, the faster the equili-
bration of the vertical wave front. It is for this reason that we chose A120 3: it has an unusually high
wave speed, starting out at about 10 km/s and going up to about double that at several megabars.

The material properties for the solids were taken from the Lawrence Livermore National Laboratory
(LLNL) shock compendia (Van Thiel, 1977). The equation of state is a Mie-Gruneisen expression with
the Hugoniot as the reference line. The Hugoniot is based on a straight line Us-Up fit. The material
strength is modeled as a simple elastic-plastic with a Von Mises yield model. It is only for the A120 3
that the material strength can conceivably have any importance. For the A120 3, we use a constant shear
modulus of 1.6 Mbar and a Von Mises yield of 0.1 Mbar. The explosive in all cases was Comp-B with a
JWL equation of state. When it comes to material properties, the following calculations can be viewed
only as feasibility studies. Actual part dimensions must, unfortunately, be determined by iterative
experiments. For instance, the data in the LLNL shock compendia for A120 3 go only up to 1.5 Mbar,
while in the calculation, significant pressure peaks go up to 3-4 Mbar.

Let us first look at what parameters we can vary. For a given radius of the aluminum plate, we can vary
the thickness of the explosive, the thickness of the tungsten cylinder, and the thickness (in the Z
direction) of the aluminum plate. We must also vary the cone angle of the A120 3 to make the closure
point between the A120 3 and the tungsten move at the same speed as the vertical shock wave in the
A120 3. In addition, before we reached the present state of knowledge, we also had to vary the materials



involved to figure out the optimum combination of materials. Note that the materials we have chosen
are no more esoteric or expensive than those feasible for use in real experiments.

The explosive thickness will influence the inward radial velocity of the tungsten cylinder. The outside
radius we used, 7.5 cm, was the point of diminishing return: as the explosive thickness increases, a
further increase brings less and less increase in the radial velocity of the tungsten. In retrospect, we
could have reduced the amount of explosive by putting a confining cylinder of material outside the
explosive. No material can give perfect confinement in a real experiment, but a dense, stiff material like
steel would have helped.

For the tungsten cylinder (the compression cylinder), we must recognize that the pressure driven into the
A120 3 increases for both an increase in the radial velocity of this cylinder and an increase in the density
of the cylinder. At the same time, an increase in density will decrease the radial velocity. The radial
velocity of the compression cylinder will determine the vertical velocity of the closure point for a given
cone angle. We can, of course, compensate for an increased radial velocity by tilting the cone angle
outward so as to keep the velocity of the closure point the same. However, there are limits to how far we
can tiit the cone. Particularly, the bigger the cone angle, the fewer the number of times the radial wave
in the cone will bounce back and forth before the vertical wave reaches the aluminum plate. It is this
bouncing back and forth of the radial wave in the cone that flattens out the vertical wave front. For this
reason, it is generally favorable to increase the density of the compression cylinder. The Rankine-
Hugoniot equation

Cr = Po US Up (1)

indicates that, for the same shock velocity Us, there is an exact trade-off between density and particle
velocity. In reality, shock velocity will change when one changes the material. We designed one
configuration using copper in the compression cyl.nder instead of tungsten. We say design because one
cannot just change from one material to another. One must also change the cone angle of the A120 3.
We found that the velocity of the aluminum plate was lower for copper, for the same flatness of the
plate. We always strive to maintain flatness of the aluminum plate because the ability to throw a flat
plate is the main advantage claimed for the present device.

For the cone, there was only one choice of material: some high wave speed ceramic. One could
possibly use B4C instead of A120 3; however, the data for that material indicate that its constitutive
relationship has a somewhat anomalous behaviour. One thing we cannot afford in a complex parameter
variation exercise like this is a material that behaves vastly different for different pressure ranges. That
pretty much left us with A120 3. It is relatively well characterized, and it is available in good quality
batches.

We tried using copper for the cone material. For any reasonable cone angle, the radial shock did not
have time to reverberate even once before the vertical shock reached the aluminum plate. The smaller
(closer to a straight cylinder) the cone angle, the more time available for radial equilibration of the
vertical wave in the cone. The problem is that, for a given radial velocity of the compression cylinder,
the closure point moves faster and faster as the cone angle grows smaller. To keep the closure point
velocity the same as the vertical shock velocity in the cone, one would have to decrease the radial
velocity of the compression cylinder as one decreased the cone angle. This, in turn, would decrease the
pressure in the cone, thus decreasing the plate velocity.

Time did not permit us to vary the thickness of the aluminum plate. Up to a certain plate thickness, the
velocity of the aluminum plate will tend to remain constant. This thickness will reasonably relate to the
pulse width of the vertical shock in the A120 3. There are two problems with the integrity of this plate:
the radial expansion of the plate and spallation in the vertical direction. The radial expansion can
probably be checked by putting a ring of protective material around the aluminum plate. The tungsten
ring around the aluminum plate in Fig. 2 was not successful. We will look at a more successful design
below. To keep the plate intact from vertical spallation, it will probably be necessary to put a buffer
between the plate and A120 3 cone so as to load the plate semi-isentropically. The buffer, however,
might decrease the velocity of the plate.



THE SIMULATIONS

We used the two-dimensional Lagrangian finite difference code L2D for the simulations (Cooper, 1980).
It uses a so called free Lagrange rezoning scheme to deal with the mesh distortions. A good description
of the method, albeit applied to incompressible water hydrodynamics, can be found in Fritts and Boris
(1979). As opposed to most free Lagrange methods, we use quadrilaterals rather than triangles. It turns
out to be perfectly feasible to do general rezonings on quadrilateral elements as long as you allow
combinations of quadrilaterals and triangles to solve mesh topological problems. Figure 3 shows the
initial mesh for a typical simulation, showing that we have used triangles to accommodate the sloping
right boundary of the cone. During the simulation, triangles will be created when rezoning operations
like creation or deletion of nodes are done. Then a kind of garbage collector will sweep the mesh and
reduce well-shaped pairs of triangles to quadrilaterals. The result of the operations is that one gets a
mesh dominated by quadrilaterals with a sprinkling of lone triangles. Figure 8 below shows an example.

We try to minimize the nun~ber of triangles for two reasons. First, a triangular mesh has roughly double
the number of cells that a quadilateral one has. Second, a badly elongated triangle generates unrealistic-
ally high stresses, the so-called stiffness effect of triangles. With continuous rezoning, the triangles will
tend to stay equilateral, of course, but code skeptics will find less reason to criticize the calculation if the
mesh is mainly quadrilateral.

As shown in Fig. 3, the cells in the tungsten cylinder and in the explosive have 2 - I aspect ratios. We
did this to save mesh. We need resolution only in the radial direction for those two parts (the calculation
is one-dimensional until you hit the A120 3). One of the rezoning criteria is cell size. This will make the
rezoner strive to keep the cells square, contradicting our mesh layout. In the first place, we do not turn
on the rezoner until the shock wave enters the A120 3. In the second place, the rezoner will not rezone a
quadrilateral that is close to right angle even if it has an aspect ratio different from I.

The finite difference equations are based on a force-mass method. Instead of calculating accelerations
directly from stresses and densities, we calculate an explicit node mass that remains fixed except for
rezonings. On every timestep, we calculate a net force on the node by integrating the stresses into forces
with a spatial contour integral around the node. One simple advantage of the method is that we can
verify conservation of momentum directly. A good description of the method is found in Hancock
(1976). In the literature they often call it a finite element method. Hancock's equations are essentially
the same as the DYNA2D equations (Goudreau and Hallquist, 1982).

Tungsten Cylinder Configuration

The configuration in Fig. 2 is the one we found to be optimal, given aluminum plate, A120 3 for the cone,
and tungsten for the compression cylinder. The variations in the cell sizes in Fig. 3 arc designed to give
roughly constant cell transit times for a wave. The simple rule for matching cell sizes, at the interface
between two materials, is to adjust for wave velocity so that you get equal transit time through the cells.
Since shock velocities vary a lot because of the strong nonlinearities, it is not worthwhile (or possible) to
match the cell sizes that carefully. Also, the nonlinearities tend to quench the noise from mismatches
quickly. When it comes to resolution, we have not made a rigorous doubling of the resolu-tion to
evaluate resolution effects. The mesh is what the machine can handle (a Sun workstation). There are
about 10-20 cells across the cone radius. With a quadratic Von Neumann-Richtmyer viscosity, that
spreads a shock over 3-4 cells, which should be enough to resolve the radial shock in a respectable way.

Figure 4 shows the initial positions of the Lagrangian time histories we sampled. We focus on time
histories I through 15 and refer to the time histories by these numbers in the following. Please
understand the meaning of Lagrangian: the time history is a history of what happens to the material
particle that was initially at the position indicated in Fig. 4. As the particle moves, the time history
moves with it.

Figure 5 shows radial velocities for histories 7, 1I, 15. Time zero is at initiation of the explosive in all
plots. The velocity is initially one-dimensional. For histories 1I and 15, it changes when the particle
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hits the A12 0 3 . For history 7, a further increase in the radial velocity occurs when the second com-
pression wave arrives at the free surface of the tungsten. When the initial shock from the explosive
arrives at the free surface, you get a rarefaction traveling back. When that rarefaction hits the tungsten/
explosive interface, a new compression wave travels back into the tungsten. This stagewise increase in
the radial velocity will make the closure point move with a varying vertical velocity. Our design
criterion for the slope of the cone has always been to make the closure point arrive at Z = 0 at the same
moment that the vertical shock in the cone arrives there. It is unavoidable that the closure point will be
out of sync, at times, with the vertical shock wave in the cone. This is one inherent limitation on our
ability to equilibrate the vertical shock in the cone.
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Fig. 4. Initial positions for Lagrangian time

Fig. 3. Mesh layout for basic configuration, histories.

Figure 6 (a), (b), (c) shows vertical stress A120 3 for histories 12, 13, 14 and 8, 9, 10 and 4, 5, 6
respectively. We can see how the time of arrival gradually creeps together as we move downwards.
Figure 7 shows contours of vertical stress at 10.2 gts. The wave front of the vertical wave is satisfactorily
flat, but there is a complex stress state behind the front. Some of this complexity will have time to
interact with the aluminum plate. Figure 8 shows the mesh at 10.2 Its. Notice how the rezoner has
introduced uneven cell sizes at scattered spots. In principle, this unevenness disturbs subsequent shocks
running through the mesh behind the main wave. In practice, it is not important in a strongly nonlinear
problem like this. A specific device in the code suppresses rezoning in a shock front, because distortions
of the mesh are typically not a problem in the shock front. The mesh distortions develop due to the long-
term particle displacements behind the shock, rather. The cells may get considerably compressed inside
a shock front. However, this is really an advantage of Lagrangian methods over Eulerian methods. With
a Lagrangian method, one tends to get an automatic refinement of the spatial resolution inside a sharp
gradient.

Figure 9 shows vertical velocity for histories 1, 2, and 3. Notice that the fringe of the plate wants to
separate from the center. Also, there is a velocity difference of about 0.1 cm/ps between histories I and
2. It would take about I gts for this velocity difference to generate a shear displacement of 0.1 cm, i.e.,
the thickness of the plate. In I ps, the plate would travel about 1.4 cm. Figure 10 shows material
boundaries at 11.2 Ins. Figure 1I shows the mesh at 11.2 pIs. These two figures are somewhat busy. It
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might help the reader to remember that there are three pieces of material below Z = 0: the aluminum
plate, the tungsten ring that was around the aluminum plate, and the expansion products from the A120 3.

We varied the thickness of the tungsten cylinder between 0.2 and 0.45 cm to evaluate the optimum
thickness of the cylinder. When we change the thickness of the tungsten cylinder, we must also change
the slope of the A120 3 cone. Because of all the nonlinearities involved, it is not possible to hand-
calculate the correct slope. Instead, we must try different slopes, doing iterative calculations. The
process is somewhat tedious, but after some accumulation of experience, it is usually possible to fix the
slope in two to three iterations. Figure 12 shows vertical plate velocities for histories 1, 2, and 3 for a
tungsten cylinder of 0.2-cm thickness. Figure 13 shows same for a thickness of 0.45 cm. The smaller
thickness did not lead to any significant increase in the velocity for the aluminum plate, but the breakup
of the plate is if anything worse. The thicker tungsten cylinder, 0.45 cm, gave a clearly lower plate
velocity even though the integrity of the plate improved somewhat. For the 0.45-cm-thick tungsten
cylinder, we could keep the cone angle the same as for 0.3 cm (because we were not completely
fastidious in fine-tuning the cone angle). This indicates a certain insensitivity to the cone angle, which is
beneficial.

Thus, it appears that the concept has the potential for throwing a relatively flat aluminum plate at about
14 km/s over distances of a few millimeters before plate distortion becomes severe. Such high velocity
flyer plates would be very useful for high pressure equation-of-state measurements.

There is one further problem that we are not addressing here. Namely, melting and spallation of the
target plate. In order to simplify the calculations, we did not model the melting of the aluminum plate.
The amount of irreversible internal energy caused by the shock dissipation should be enough to melt the
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aluminum. Also, we used a Von Mises model for the yielding with a constant yield stress of 2.95 Kbar.
For the stress levels we are studying, this means the aluminum plate behaves essentially as a fluid. As
mentioned above, a possible solution to the problem of the integrity of the target plate is to insert a
buffer material between the plate and the A12 0 3 cone, so as to load the plate semi-isentropically.
However, it is beyond the scope of the present effort to investigate cures for the problems with the target
plate integrity.

Copper Cylinder Configuration

We also made one calculation using copper for the compression cylinder. According to equation (1), we
should expect a higher radial particle velocity since copper has a density of 8.93 g/cm3 compared with
17.8 g/cm 3 for tungsten. Figure 14 shows part dimensions. Figure 15 shows radial velocities for
histories 7, 11, and 15. Figure 16 shows vertical velocities for histories 1, 2, and 3. With the copper
cylinder, we get lower peak velocity of the aluminum plate with no real improvement in plate integrity.
The main reason we get lower output is probably because the bigger cone angle gives less convergence
effect due to the larger radius.
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According to this reasoning, the ideal material for the compression cylinder should have high density so
as to lower the radial particle velocity, which in its turn reduces the cone angle, which leads to stronger
cylindrical convergence, a purely geometrical effect. From equation (1), we can see that a higher shock
velocity will also increase the pressure, holding everything else constant. Tungsten is unfavorable in this
respect compared with copper; at least the initial shock velocity is lower for tungsten. To judge from our
simulations, one gains more from the increase in density, using tungsten, than one loses from the lower
shock velocity.
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Multiple Stage Configuration

We designed one more configuration, considerably more complex, as shown in Fig. 17. It is similar to a
Russian concept (Fortov et al., 1990) of having several stages of accelerators. First, we modified our
radial support for the aluminum plate to create a ring of aluminum, with varying thickness, around the
plate. We first tried to taper the ring so that it was thickest at the outside edge. However, there is a
focusing of the stress at about (R, Z) = (0.5, 0) cm that makes the ring compress the aluminum plate
radially. The present taper keeps the radius of the plate roughly constant. We also designed a large ring
of tungsten to act as a gun barrel. A layer of Comp-B is inserted between Z = -0.6 and Z = -0.8. The
final tungsten plate is 0.5 mm thick with a tapered tungsten ring around it as confinement. Here the taper
has the orientation one intuitively expects.

Figure 18 shows material boundaries at 10.7 pIs. The ring support for the aluminum plate is reasonably
successful at keeping the radius of the plate constant at 0.3 cm. Figure 19 shows material boundaries at
12.5 VIs. The final tungsten plate is very distorted, although the center portion has attained the
impressive speed of about 16 km/s. Overall, the design was not successful, but time has not permitted
optimization of this design. The calculation is very hypothetical. For one thing, because the Comp-B in
the second stage reaches pressures of about 2 Mbar, it is not to be expected that the JWL equation of
state extrapolates that far, the C-J pressure of Comp-B is actually 0.295 Mbar! Figure 20 shows histories
of vertical velocities in the final tungsten plate. The histories are positioned the same way as for the
aluminum plate.

DISCUSSION

The calculations suggest that single or multiple staged launchers of the type proposed could launch
relatively flat metal plates at velocities of about 14 km/s. The primary question is whether it is feasible
to make a functioning experiment. In the first place, exact dimensions must be determined by iterative
experiments because we must extrapolate in all the material models we use in the simulation. A gradual
modification of properties, such as whether a certain Us-Up curve has exactly the slope we assume,is
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not a problem. However, a complete change in properties can pose a big problem. For instance, the
A1203 might have a phase change at high pressure that radically reduces the wave speed. The A1203 is
the critical component. For all the other materials, we can easily adjust dimensions to compensate for an
unexpected material model. Actually, the slope of the cone is the only variable we need to adjust
because the results are relatively insensitive to the thickness of the tungsten cylinder. There is a good
chance that a tungsten cylinder thickness of 0.3 cm is not too far from optimal. We did not optimnize the
thickness of the aluminum plate, but it should be possible to optimize it sufficiently by computer alone.



One question we have not addressed here is the problem of maintaining a cylindrically symmetric
detonation in the explosive. Our calculations are inherently symmetric. At present, we do not have
enough knowledge to answer that question. Even if a lack of symmetry does not destroy the experiment,
it might, for instance, reduce convergence effects.

Finally, even though uncertainties in the material models for the tungsten and the explosive may not
prevent the design from working, they might generate a different ultimate velocity of the aluminum
plate. Because this might work for us as well as against us, it is more of an uncertainty than a problem.
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ABSTRACT

This paper analyzes the results of further development of the Nextel ceramic cloth, multiple-bumper or multi-shock
shield, first presented at the 1989 HVIS and published as Cour-Palais and Crews (1990). The supporting hypervelocity
impact testing was done by the University of Dayton Research Institute, Dayton. Ohio, in their Impact Physics
Laboratory, using 0.953cm aluminum spheres and equal-mass (l/d=O,16) aluminum discs. The projectiles were
launched at 6.6 to 6.9km/s by a 50/20mm, two-stage light gas gun, normal to the targets. The objective of this
development project was to investigate light-weight, flexible, multiple-bumper shields for possible use as protection for
some elements of Space Station Freedom. The analysis discusses the performance of shields consisting of different
combinations of Nextel ceramic cloth bumpers and aluminum rear sheets. Several Nextel fiber strengths and weaves
were investigated as bumpers and a baseline, light-weight shield that met the failure criteria was established using the
spherical aluminum projectiles. This same target was then tested against the aluminum discs to investigate the effect
of projectile shape. The multi-shock phenomena was also investigated during this project using the UDRI multiple,
orthogonal x-ray system to observe the first three or four sequential impacts of the projectile fragments. Some of these
are reproduced in the paper, together with views of the associated rear sheet damage. Similarities between the shock
effects of the Nextel and thin aluminum bumpers are shown, and the aluminum multiple-bumper shield results are used
to further understand the multi-shock process. Finally, the paper modifies the equation constants given by Cour-Palais
and Crews (1990), adds constants for the l/d--0.'6 disc, and provides evidence that they scale with momentum to
10km/s.

GLOSSARY OF SYMBOLS:

C coefficiew
M mass; g
S total spacing; cm
AS inter-bumper spacing; cm
V velocity; km/s
Y yield stress; N/m 2

£ summation
d diameter; cm
I disc/cyiinder length; cm
t thickness; cm
m areal density; g/cm2

n number of bumpers
p mass density, g/cm3

Subscripts: b; bumper
p; projectile
r; rear sheet
t; tensile

INTRODUCTION

Since the multi-shock shield concept for spacecraft shielding was first presented, the interest in using the Nextel
multiple-bumper shield on certain elements of Space Station Freedom has increased. In addition, the orbital debris
environment definition has been refined and is accepted as a threat to be considered. The flexible, Nextel multiple-
bumper shield by itself or in combination with the Whipple shield, is being seriously considered as a means to achieve
the lightest, acceptable degree of protection against orbital debris impacts. This paper presents the results of a series
of tests conducted at the University of Dayton Research Institute (UDRI) on the Nextel multiple-bumper shield. Nextel
is a ceramic cloth produced by the 3M company which is available in several different fiber strengths, weaves and areal
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densities. The intent of these tests was to simplify the shield construction, to optimize the shield's performance in terms
of total areal density, and to determine the most effective distribution of the bumper and rear sheet areal densities. At
this point, it is necessary to define the term "shield" as referring to the complete system, i.e., multiple bumpers plus the
rear sheet or other final element that is to perforn) tb- shivlding function.

In addition to the Nextel optimization tests, the .:s at UDRI included thin aluminum multiple-bumper shields, toassist
in modelling the physics relating to the r'.kr',c shock process, several miscellaneous tests to investigate specific uses
ot Nextel multiple-bumper shields, an,! Whipple shield test with the disc.

EXPERIMENTNAJ PROCEI)URE

The tests were perfor.med in the UDRI Impact Physics Laboratory, using 0.953cm aluminum spheres and equal mass,
tld=0. 16). alurr i n discs launched at 6.6 to 6.9 hm/s by a 50/20nmm, two-stage, light gas gun. All the impacts in this
series were at noianal inclination to the targets. The debris produced by the first three impacts on the multiple bumpers
were observed by simultaneous. orthogonal. soft flash x-rays, with a fourth pair of x-rays positioned in front of the first
bumper to show the condition of the I .ojectile prior to impact. A more detailed discussion of the test setup and a sequence
of x-ray views is given in the paper to be published as Piekutowski (1993).

In almost all of the tests, the rear sheet was an aluminum 6061-T6 plate. with an aluminum witness sheet placed behind
it. Figure I shows a typical multiple shield target assembly prior to impact. As the purpose of this series was to study
the effect of the Nextel fabrics on the ballistic limits, the number of bumpers and the spacing between them, and also
tle space between the last bumper and the rear sheet, was held constant during the optimizing phase. The constants were
five bumpers for the aluminum shield- four bumpers for the Nextel shield, and a distance of 7.62cm for all the spaces.
After a baseline shield was identified, other combinations of spacing and number of shields were tested. Finally, the
equal mass aluminum disc projectiles were tested against the baseline shield for comparison with the spherical projectile
results.

Four Nextel fabrics were selected for this series which were as follows:

I AF26; areal density of 0.043g/ctn2 , woen from Nextel 312 fiber (62% aiuminum oxide; 24% silicon dioxide;
14% boric oxide). This was the original ceramic fabric used for the multiple bumpers reported in Cour-Palais
and Crews (1990).

2. AF40; areal density of o.08g/cm", woven from the same fiber as AF26.
3. AF62; areal density of 0-1 g/crn 2. also woven from the Nextel 312 fiber but having a different weave pattern than

the above.
4 BF54; areal density ofO. (108,g/cm2 , woven from Nextel's 440 fiber (70% aluminum oxide; 28% silicon dioxide;

2% boric oxide). BF54 has the same weave as the AF62. however the fiber has a 20% higher tensile strength.

With these four fabrics it was possible to investigate the effect of the bumper make-up on the total shield performance,
as previously mentioned.

TEST RESULTS

The test matrices and results are shown in Table I for the Nextel shield optimization study, and in Table 2 for the other
tests. This next portion of the report will describe the reason for each test and the result.

Tests U DRI 4-1149 (aluminum) and UI)RI 4-1150 (Nextel) were run to establish the validity of the earlier results
obtained at the Ames Research C•n. .r'. facility, Cour-Palais and Crews (1992). using the same shields projectile
material, mass and velocity. hlowever. t'ie bulge was not as pronounced as in the Ames result in these tests, due to a
difference in the rear sheet mounting. The frame supporting the rear sheet deflected under impulsive loading on the plate
and was permanently bowed as shown in Fig. 2. As a result, the rear sheet mounting frame was thickened for all the
remainder of the tests.

In the next test, UDR 14- 115 1, the four triple AF26 bumperelements used in U DRI 4-I 150 were replaced with five single
element AF62 bumpers of alpproximately the same total areal density, using the same wall element. The success of this
test led to the elimination of one bumper and the substitution of the BF54 fabric foreach element in the next test, UDRI
4-1152. Using the same rear sheet thickness, the bulge in the wall element was deeper, and the total areal density was
reduced to 1.054g/cm2 from I 148'g/cnr for UDRI 4 1150.

Tests UDRI 4-1153 and UI)RI 4- 1154 investigated the reduction of the rear sheet thickness and combinations of the
AF62 and the BF54 Nextels. In the first of these, two A[62 bumpers were placed in front of two BF54 bumpers to
examine the effect of having the higher strength Nextel 44(0 fib'rs for the rear bumpers, where the impulsive loading
was greatest. The second test examined the effect of having the higher areal density BF54 in the first two bumpers, to
enhance projectile breakup. There was no difference in the perfornmance of either shield, and the t ower total ,areal density
of 0.968g/cm'. resulted in a shield that was just below the ballistic li:1Tlt.

Several attempts at investigating lower areal density shields are represented by the tests numbered UDRI 4-1170, 4-
1174, 4-1251 and 4-1253. In these tests the AF4IO and AF26 Nextel materials were used in several combinations of
h,,mner'• and refat sheet thicknesses All of them resulted in rear sheet failures raneine from mareinal to catastronhic.



u'u!Es..
!'> 74 4

I-' a

K > "i,..'t'";



I191, It (I (* , Ps I'll

Table 1. Multiple-Bumper Optimization Test Results
Projectile: AL 2017-T4 Diameter: 0.953 (cm); Mass: 1.27 (g) Nominal; Impact Angle: 0

Shot # Shielding Total Spacing Rear Sheet Rear Sheet Total Mass Velocity Shield to Description of Rea Sheet
Material for Number of Between Material Thickness Per Unit (Kin/s) Rear Damage

Each Bumpers Bumpers (cm) (cm) Area Sheet
Bumper (gin/m 2) Weight

Ratio
UDRI ALI 100-0 5 7.62 Equal AL 6061-T6 0.229 1.136 6.69 0.83 No Perforation; Slight
4-1149 38.1 Total Bulge; Molten Splash
UDRI NEXTEL 4 7.62 Equal AL 6061 -T6 0.229 1.148 6.77 0.85 No Perforation; Slight
4-1150 AF26 30.48 Total Bulge; Molten Splash
UDRI NEXTEL 5 7.62 Equal AL 6061 -T6 0.229 1.120 6.78 0.80 No Perforation; Slight
4-1151 AF62 38.1 Total Bulge; Molten Splash
UDRI NEXTEL 4 7.62 Equal AL 6061-T6 0.229 1.054 6.78 0370 No Perforation. Deep Bulge;
4-1152 BF54 30.48 Total Molten Splash
UDRI NEXTEL 4 7.62 Equal AL 6061-T6 0.203 0.968 6.75 0.76 1 Small Perforation; Deep
4-1153 AF62 + 3048 Total Bulge; Molten Splash

BF54
UDRI NEXTEL 4 7.62 Equal AL 6061-T6 0.203 0.968 6.75 0,76 1 Small Perforation; Deep
4-1154 BF54 + 30.48 Total Bulge: Molten Splash

AF62
UDRI NEXTEL 4 7.62 Equal AL 606 1-T6 0.203 0.893 6.72 0.62 Large Petalled Hole; Molten
4-1170 AF40 30.48 Total Splash on Witness Sheet
UDRI NEXTEL 5 7.62 Equal AL 6061-T6 0.203 0.978 6.57 0.78 1 Small Perforation; Deep
4-1174 AF40 38.1 Total Bulge. Molten Splash
UDRI NEXTEL 4 7.62 Equal AL 6061 -T6 0.203 0.984 6.73 0.79 1 Small Perforation: Deep
4-1250 BF54 30.48 Total Bulge. Molten Splash
UDRI NEXTEL 5 5.08+5.08+ AL 6061 -T6 0.203 0.978 6.80 0.78 3 Cracks; Deep Bulge. Large
4-1251 AF40 5.08+7.62+ Hole in the Witness Sheet;

7.62 Molten Fragment
30.48 Total

UDRI 3xNEXTEL 4 7.62 Equal AL 6061-T6 0.160 0.962 6.76 1.22 3 Perforations; Deep Bulge;
4-1253 AF26 30.48 Total Small Hole in Witness

Sheet
UDRI AL 1100-0 5 7.62 Equal AL 6061 -T6 0.203 0.964 6.69 0.15 No Perforation; Deep Bulge;
4-1292 38.1 Total Molten Splash
UDRi NEXTEL 4 7.62 Equal AL 6061 -T6 0.229 1.020 6.67 0.64 No Perforation: Deep Bulge;
4 1293 AF62 30.48 Total Molten Splash

Table 2. Special Purpose Multiple-Bumper Test Results

Shot # Shielding Total Spacing Rear Sheet Rear Sheet Total Mass Velocity Shield to Description of Rear Sheet
Material for Number of Between Material Thickness Per Unit (Krn/s) Rear Damage

Each Bumper Bumpers Bumpers (cm) (cm) Area Sheet
(gm/cm 

2
) Weight

Ratio
UDRI NEXTEL 4 7.62 Equal AL 6061 T6 0.229 1.054 6.36 Disc HL - with 3 Cracks
4-1295 BF54 30.48 Total 1.262 Disc Hit at 45 0
UDRI NEXTEL 4 7.62 Equal AL 6061-T6 0.229 1.054 5.93 Disc Large Hole:
4-1307 BF54 30.48 Total 1.252 Disc Hit Edge-On
UDRI NEXTEL 4 7.62 Equal AL 6061-T6 0.229 1.054 6.22 Disc No Penetration:
4-1308 BF54 30.48 Total 1.252 Disc Hit Flat

UDRI NEXTEL 3 10.16 Equal AL 6061-T6 0.229 1.021 6.65 Sphere Large Split in Deep Bulge;
4-1309 AF62 30.48 Total 1.275 Vapor Deposit on Witness

(1:2:1) Sheet
UDRI NEXTEL 4 7.62 Equal AL 6061 -T6 0.229 1.021 6.82 Sphere I Small Perforation Deep
4-1312 AF62 30.48 Total 1.275 Bulge; Molten Splash

(Lapped
Sean)

UDRI 2 NEXTEL 3 3.81 +3.81 + AL 6061-T6 0.180 0.966 6.82 Sphere Deep Bulge Split Wide
4-1313 AF62 2.54 0.373 Open: I Small Perf. in

I NEXTEL 10.16Total Witness Sheet
AF26
2 NEXTEL
BF54

UDRI AL6061 .T6 1 30.48 AL 6061-T6 0.318 1.280 6.52 Disc Lge Elongated Hole:
4-1314 (0.155 cm) 1.253 Disc Hit Edge On

UDRI NEXTEL 4 7.62 Equal AL 6061-T6 0.229 1.054 6.57 Disc Shallow Bulge; No
4-1315 LF54 30.48Tctal 1.253 Perforations. Seven Small

Bumps: Disc Hit Flat

UDRI 3 NEXTEL 4 7.62 + 7.62+ AL 2219 0.318 1.550 682 Sphere No Perforation: Auached
4 1317 AF62 + 7.62+ 10.16 T87 1275 SpAll; Shallow Bulge

1 AL6061-T6 33.02 Total
(0.127 cm)
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clearly. The first part of this section will address this process as it applies to the various shields and projectiles tested.

Multi-shock Shield Phenomenology

Cour-Palais and Crews (1992) showed that the performance of multi-shock shields made from very thin aluminum
sheets and low areal density Nextel fabric was essentially the same, on the basis of the total areal density to prevent
perforation of a rear sheet. The x-ray photographs of the debris after the first two impacts show a marked similarity in
the debris-cloud composition and thermal state for an aluminum and a Nextel multiple-bumper shield, as seen in Figs.
3 and 4, respectively. At this point, let us examine the aluminum multiple-bumper in some detail, to establish the
fundamentals of the phenomena observed in the sequential x-ray radiography.

Four tests were conducted strictly for the purpose of better understanding the interaction between the 0.953cm
projectiles and the 0.0305cm aluminum bumpers used in UDRI 4-1149. The first test, UDR1 4-1290, was done with
just one bumper, t/d=0.032, to observe the initial impact shock compression and subsequent expansion of the projectile

Fig. 3. Aluminum Multi-shock Bumper Interactions UDRI 4-1292.

Fig. 4. Nextel Multi-shock Bumper Sequences: UDRI 4-1293

and shield debris. Flash x-ray views of the shocked projectile at 6.7 micro-secs and 19.9 micro-secs after impact are
shown in Fig. 5(a). In UDRI 4-1288. a second bumper was added 7.62cm behind the first, to observe it's effect on the
debris cloud. These two views are shown in Fig. 5(b), with a one-to-one time correspondence with Fig. 5(a). The debris
cloud from a single aluminum bumper, equal in thickness to the two bumpers used in UDRI 4-1288, is shown in Fig.
5(c) for UDRI 4-1359, again at the same times after initial impact and magnification. This test was part of a series
conducted for Martin Marietta Manned Space Systems by UDRI and is discussed further in Piekutowski (1993). The
t/d is 0.062 and the greater dispersion and finer particulates in the debris, compared with Fig. 5(a), is obvious. The
damage done to 0.635cm, 6061 -T651 aluminum witness sheets, placed approximately 38cm behind the initial bumpers,
is shown in Fig. 6(a), 6(b) and 6(c). The damage is nearly the same, in terns of the equivalent hole diameter, for the
double bumper of UDRI 4-1288, (Fig. 6b), and the single bumper of UDRI 4-1359, (Fig. 6c). The differences in the
debris particulate number density and size distribution are also evident.

UDRI 4-1292 was the final test in this series and the debris-cloud expansion was previously shown in Fig. 3. There were
two other bumpers in UDRI 4-1292 and a 0.203cm, 6061 -T6 thick aluminum rear sheet, with the same 7.62cm spacing
between them. The impulsive load caused a 1.9cm deep rear surface bulge, with no indication of a split or a perforation,
and a molten aluminum splash on the front surface. The typical features of the debris seen after the initial impact of a
projectile on a very thin bumper, for the aluminum cases shown in Figs. 3 and 5, have been analyzed by Pickutowski
(1993). Ile describes them as: (I) an ejecta veil consisting al most entirely of bum pe r fragments created duri ng the initial
contact, (2) an expanding bubble of debris from the remainder of the bumper. and (3) projectile debris inside and at the
front of the bumper debris bubble. The projectile debris is further subdivided by Pliekutowski into a front element
consisting of finely divided, molten droplets of bumper and projectile material: a central disc-like element made up of
a large number of projectile fragments: and a rear element which is a hemispherical shell of fragments spalled from the
rear of the spherical projectile surface. These features are clearly visible in the figures.
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Fig. 5a. Aluminum Bumper: UDRI 4-1290.

Fig. 5b. Aluminum Bumper: UDRI 4-1288.

Fig. 5C. Single Aluminum Bumper: UDRI 4-1359.

Figure 4 shows the condition of the debris after the first two bumpers in UDRI 4-1293 for the 0.953cm aluminum sphere
at 6.67km/s. The bumpers were Nextel AF62, and the spacing also 7.62cm. The noticeable difference in Fig. 4 from
Fig. 3 is the presence of radial spikes well ahead of the main projectile mass shown in the second frame. This is projectile
material jetting through the voids in the Nextel weave at speeds greater than the main body of the debris. The central
disc of projectile fragments, and the rear hemispherical shell of spalled fragments are very similar for the same exposure
time in Fig. 3 and Fig. 4. However, the Nextel bumper debris is too fine to be visible in this case.

The debris after the second bumper impact in both cases, with 0.0305cm aluminum in Fig. 3 and Nextel AF62 in Fig.
4, show a very similar pattern of the further breakup and radial expansion of the projectile debris. Both debris clouds
indicate the presence of finer solid fragments at the front trailed by liquid and possibly vaporized material.

It was not possible for the debris to be photographed after the impact on the third Nextel bumper, due to the target setup.
but this was not the case for the aluminum shield. The last frame of Fig. 3 shows that after the third impact. there are
very few dense particles left and the trailing cloud is definitely a mixture of highly molten and possibly vaporous
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Fig. 7a. BF54 Nextel Bumpers with l/d = 0.16 Disc at 00: UDRI 4-1308.

Fig b. . BF54 Nextel Bumpers with l/d = 0.16 Disc at 600h: UDRI 4 1295

Fig. 7c. BF54 Nextel Bumpers with l/d = 0.16 Disc at 900 UDRI 4-1307.

Multi-Shock Peformance

The results of the Nextel multiple bumper shield optimization tests, shown in Table i , were condensed into two others.
In Table 3, significant parameters for the targets in which the rear sheet was not perforated at the same ballistic limit
velocity are compared. These turn out to be two aluminum and two Nextel shields. In Table 4, the same parameters
for the remainder of the tests, which resulted in penetrations, are compared with the aluminum multiple bumper shields
UDRI 4-1292, of Table 3. UDRI 4-1292 resulted in the lowest ballistic limit achieved in this series, and is used as the
standard for comparisons.

One trend that is apparent in the comparisons in Table 3 is that a lower total shield areal density, (a-d), is associated with
a lower total bumper a-d to rear sheet a-d ratio. Areal density (or mass per unit cross-sectional area) is defined as 2/3
the product of the projectile diameter and mass density, in this paper. With reference to the two aluminum shields in
Table 3, U DRI 4-1149 and UDRI 4-1292, a 15% reduction in total shield a-d was obtained when this ratio was reduced

from 0.83 to 0.75. Most of this reduction was due to thinning the individual bumpers. It was also worth noting that as
a result, the rear sheet had a much deeper bulge in UDRI 4-1292 than in UDRI 4-1149. This would indicate a more
efficient use of the inherent 6061-T6 alloy strain before failure property.

Turning to the two Nextel shields in Table 3, UDRI 4-1151 and UDRI 4-1293, the total bumper a-d was decreased by
removing one of the bumpers. This resulted in lowering the bumper to rear sheet a-d ratio from 0.81 to 0.64, and a 8.9%
lower total shield a-d. The rear sheet in UDRI 4-1293 had a deeper bulge than the rear sheet for UDRI 4-1151, which
is a measure of the higher efficiency of the lighter shield. However, it is highly probable that a 0.216cm rear sheet, if
it had been available, would not be perforated, judging by the other tests shown in Table 4. This would make the total
shield a-d ratio 0.68, which brings the Nextel and aluminum low weight shields closer together.
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Table 4. Comparison of Shield Parameters: Non BL Results
dp = 0.953 cm; 2017-T4 AL; M =1.27 g; rr= 1.78g/cm 2

TEST UDRI UDRI UDRI UDRI UDRI UDRI UDRI
NUMBER 4-1292 4-1153 4-1154 4-1250 1170 1174 1253

BUMPERS 5xALI100-0 2AF62 2BF54 4xBF54 4xAF40 5xAF40 12xAF26
2BF54 2AF62

Vp (Km/s) 6.70 6.75 6.90 6.70 6.70 6.60 6.80

BUMPER a-d; 0.413 0.417 0.417 0.433 0.342 0.427 0.528I,% (g/cm 2)

REAR SHEET; 0.203 0.203 0.203 0.203 0.203 0.203 0.528
tr (cm)

REAR SHEET a-d; 0.551 0.551 0.551 0.551 0.551 0.551 0.160
nf. (wcm 2)

SHIELD a-d; 0.964 0.968 0.968 0 984 0.893 0.978 0.962
mo!! (g/c_ 2

)

Zmb 0.750 0.757 0.757 0.786 0.621 0.775 1,217
mr

mbl 0.046 0.056 0.061 0.061 0.048 0.048 0.074n•p

Mr 0.310 0.310 0.310 0.310 0.310 0.310 0.244

1:mb 0.232 0,234 0.234 0.243 0.192 0.240 0.297
II.

REAR SHEET NO PERF: I PERF: I PERF: 1 PERF: LARGE I PERF: 3 PERFS:
DAMAGE DEEP BULGE DEEP BULGE DEEP BULGE DEEP BULGE PETALLED HOLE DEEP BULGE DEEP BULGE

These are shown in Table 5.

The first two tests, HIRL B- 192 and HIRL B- 193, had four Nextel AF40 bumpers with 0.051cm and 0.064cm, 6061 -
T6 aluminum rear sheets, respectively. All the spaces between the elements were 3.81cm. HIRL B-193 was the BL
for the AF40 bumper shields with a total a-d of 0.517g/cm 2 and a bumper to rear sheet ratio of 2.0. It's rear sheet had
a deep, lumpy bulge with two very small surface spalls.

The third test shown in Table 5, HIRL B- 195, had four AF26 bumpers and a 0. 127cm rear sheet, with the same spacing
between elements. In this test the total shield a-d was 0.516g/cm2 and the bumper to rear sheet a-d ratio, 0.5. The rear
sheet had a deep smooth bulge and no perforations and was probably slightly over the BL. In any case the two tests HIRL
B- 193 and B- 195, with the same total shield a-d, illustrate the trend observed in the UDRI series, that it is more efficient
to concentrate the total a-d in the aluminum rear sheet than in the multiple bumpers. This holds true for Nextel as well
as the aluminum bumpers. HIRL tests B-214 and B- 192 have the same total shield weight, but with opposite emphasis
on the bumper and rear-sheet areal densities. Both rear sheets failed, B- 192 by perforation and B-214 by impulsive
loading. This is not all due to the 6% higher velocity.

Table 5. Comparison of Bumper to Rear Sheet a-d Ratio
d = 0.476 cm; 2024-T4 AL; M =0.16 g; mp= 0.889 g/cm 2

TEST HIRL HIRL HIRL HIRL
NUMBER B-192 B-193 B-195 B-214

BUMPERS 4xAF40 4xAF40 4xAF26 4xAF26
Vp (K n/s) 7.00 7.15 7,06 7.43

BUMPER a-d; 0-345 0.345 0.172 0.172

E b (9/c 2)

REAR SHEET; 0.051 0.064 0.127 0.102
tr (cm)

REAR SHEET a-d; 0.138 0.172 0.344 0275
, (g/cm 2)

SHIELD a-d; 0.483 0.517 0.516 0.447
mtot (g/. 2)

Imb 2.500 2.000 0.500 0.630
nmr

Mb 0.097 0.097 0.048 0.048

rat 0.155 0.193 0.383 0.310mp

xmb 0.388 0.388 0.191 0.193
MP

REAR SHEET 2 PERFS:DEEP NO PERFS: 2 SPALLS NO PERFS: DEEP DEEP DRAWN AND SPLFl
DAMAGE LUMPY BULGE DEEP. LUMPY BULGE SMOOTH BULGE INTO 3 SEGMENTS
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In keeping with the equations developed by Cour-Palais and Crews (1990), the constants C3 and C4 were calculated for
the UDRI ballistic limits shown in Table I and the 1tIRL ballistic limits given in Table 5. These are listed in Table 6
and compared with the values given in the referenced paper for the aluminum and Nextel multiple-bumper tests
conducted with the 0.318cm aluminum spheres, HIRL A-965 and HIRL A-433. It is apparent that the optimized
aluminum multi-bumper shield U RDI 4-1292 and the HIRL A-965 of Cour-Palais and Crews (1990), obtained with the
0.318cm sphere, have almost identical C3 and C values. Notice also the three-to-one diameter scaling in the individual
and total a-d values and that the bumper to rear sheet a-d ratios are close, for almost the same BL. The optimized Nextel
multi-bumper shield UDRI 4-1293, with the 0.953cm sphere, has very nearly the same C3 and C4 values as the 0.476cm
sphere results for HIRL B-195. Although the a-d values for the rear sheet and the total shield are in good agreement
for the two-to-one diameter ratio, the total bumper a-d values are further off. As this is born out by the bumper to rear
sheet a-d ratios, it implies that another Nextel, with an a-d of 0.05g/cm2 was needed for the individual bumpers for HIRL
B-195. This was not available at the time.

Table 6. Ballistic Limit Constants
12XAF26 5XAF62 4XBF54 4XAF62 5XALIIOO 4XAF40 4XAF26 5X1100 4XAF26

TEST UDRI UDRI UDRI UDRI UDRI HIRL HIRL HIRL HIRL
NUMBER 4-1150 4-1151 4-1152 4-1293 4-1292 B-193 B-195 A-%5 A-433

dp (cm) 0.953 0.953 0.953 0.953 0.953 0.476 0.476 0.318 0.318

M (TJam) 1.210 1.270 1.270 1.270 1.270 0.159 0.159 0.047 0.047

Vp (Km/s) 6.80 6.80 6.80 6.80 6.70 7.15 7.060 6.50 6.60

£imb (g/cm
2 ) 0.528 0.500 0.433 0.400 0.413 0.345 0.172 0.138 0.172

mr (g/. 2) 0.621 0.621 0.621 0.621 0.551 0.172 0.344 0.173 0.214

mrt (g/crn
2 ) 1.149 1.121 1.054 1.021 0.964 0.517 0.516 0.311 0.386

i: mbE Mb 0.850 0.810 0.700 0640 0.750 2.000 0.500 0.800 0.800"mr
C3 124.2 189.0 113.7 112.0 164.7 106.0 107.1 164.7 128.4

(SHIELD)

C4 67.1 104.7 67.0 68.1 94.1 35.2 71.4 91.6 71.2

(REAR SHEET)

Some other facts shown in Table 6 need to be mentioned at this time. UDRI 4-1150 and HIRL A-433 also scale with
the three-to-one diameter ratio in every category. As neither test was optimized, the equation constants are given for
reference only. The five-element Nextel multiple-bumper shield, UDRI 4-1151, was included for comparison with its
aluminum equivalent, UDRI 4-1292, and four-element Nextel, UDRI 4-1293.

It is now possible to give average constants for equations 3 and 4 given by Cour-Palais and Crews (1990), reproduced
below as (I) and (2), that will be valid for diameters between 0.318 and 0.953cm at 6.7 to 7.1 5km/s. The equations are:

3

1 C3 X N~pX'{ j 2.76x 108
""(1AS) 2  x gm/cm 2  (1)

and, mr = C4"-has)2 x . gm/cm2 (2)
(Y.nAS)2 ' J .g/m

For Nextel multiple-bumpers with aluminum rear sheets:

C3 = IIOs/km and C4 = 70s/km

For aluminum multiple-bumpers with aluminum rear sheets:

C3 = 165s/km and C, = 93s/km

The constants are for s=8d and n=4 for the Nextel bumpers, and s=8d and n=5 for the aluminum bumpers.

The comparable constants for the Nextel multiple-bum per with the l/d--O. 16 disc impacting flat are obtained from UDRI
4-1315 as:

C3 = 119s/km and C4 = 70s/km

These are close to the spherical projectile values shown above. This could mean that a sphere and equal mass disc, if
it impacts on it's flat side, require the same a-d shields and rear sheets. If there had been the time to optimize the disc
result, it would probably have the same values of C. and C, as the optimized Nextel multiple-bumper impacted by the
spherical projectile given above.
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Christiansen (1992) presents a modified form of equations I and 2 for the Nextel multiple-bumper with the aluminum
rear sheet. The constant used in equation 3 of the referenced paper for the total bumper areal density, is equivalent to
2/3 the values given in this paper, due to the differences in definition. Also, the constant in equation 4 reflects the
optimization of the previously mentioned HIRL A-433, shown in Table 6, by NASA Johnson Space Center. The shield
approach given in Christiansen (1992) exemplifies the high bumptr to rear sheet a-d which gives approximately the same
total a-d as the opposite approach, as discussed above. Christiansen also discusses the effect of obliquity and low
velocity impact on the Nextel multiple-bumper shield described in the same reference.

Further studies with Nextel multi-shock shields are reported by Boslough eLda (1993), using the Sandia National
Laboratories flat plate launcher. These were at velocities between 9.85 and 10.22km/s with nominally 0.6g aluminum
thin discs which were slightly bowed prior to impact. The targets were the same as UDRI 4-1250, with BF54 Nextel
bumpers and the 0.203cm, 6061-T6 aluminum rear sheet. In one test the BF54 was replaced by the AF62 Nextel.
Coefficients were calculated for three tests that survived the process, which are as follows:

C 3 = 150s/km and C4 = 84s/km

The average momentum of the three Nextel multi-shock tests in Boslough etlI (1993) referred to is 6.1 x 10"5dyne-secs
and for UDRI 4-1315 it was 8.23x l0A5dyne-secs. If constants obtained from U DRI 4-1315 are momentum-scaled, the
Sandia values would have been 161 s/km and 95s/km respectively. Considering the differences in the tests, i.e., launch
technique, projectile shape and mass calculation, and target damage verification, it would seem, on the basis of the disc
tests, that the UDRI test results can be scaled by momentum with reasonable accuracy to orbital debris velocities.

CONCLUSIONS

The series of development hypervelocity impact tests conducted at UDRI explored the properties of Nextel multiple-
bumper shields with the use of multiple-exposure, orthogonal x-radiography. Successive views of the projectile and
fragments after impact with the first three bumpers clearly showed the shock excitation of the debris to higher energy
states. In addition, light-weight orbital debris shields, comprising various Nextel fabric multiple-bumpers and
aluminum rear sheets, were investigated using 1.27g aluminum spheres at 6.7km/s and equal mass L[D =0.16 aluminum
discs at 6.2km/s. The areal density required to prevent perforation of the rear sheet for the sphere was approximately
lg/cm2, using either the BF 54 or the AF62 Nextels. It was also found that using a combination in which two BF54
bumpers preceded two AF62 bumpers was slightly superior to the reverse case, in terms of increasing the ballistic limit.
Also, there are two ways to obtain a light-weight Nextel-aluminum shield for the same ballistic limit; making the
bumpers a higher areal density than the rear sheet areal density or vice-versa. The more efficient shield, from the view-
point of maximizing the material properties of the rear sheet and a lower overall weight, is the second choice, obtained
by using a Nextel multi-bumper to rear sheet areal density ratio of 0.64. It was also found that the disc would penetrate
the lg/cm2 shield if it struck at a tilt angle other than about 5 degrees.

An all aluminum multiple-bumper shield, with five 0.03cm, 1100-0 bumpers and a 0.203cm 6061-T6 rear sheet, had
an areal density of 0.964g/cm2 for the same ballistic limit as the Nextels mentioned previously. It is interesting, from
the physical process involved, that the total bumper areal densities (0.4g/cm2 ) and the total shield areal densities of the
two shields are almost identical. However, the aluminum shield requires a lower areal density rear sheet than the Nextel
for the same ballistic limit, because it has five shock surfaces versus the four for the Nextel.

Constants for the equations given previously by Cour-Palais and Crews (1990) have been refined and it has been shown
that the multiple-bumper scales with projectile momentum between 6 and 10km/s. The extension to 10km/s relies on
the results of the Nextel BF54 and AF62 multiple-bumper tests done at the Sandia National Laboratories flat-plate
launcher facility on the same configurations that were successfully tested at UDRI.
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THE PRODUCTION AND EVOLUTION OF IMPACT-GENERATED
MAGNETIC FIELDS

David A. Crawford and Peter H. Schultz

Department of Geological Sciences, Brown University, Providence, RI 02912

ABSTRACT

The production of magnetic fields within impact-generated plasma may explain magnetic fields that
have been observed during hypervelocity impact experiments at the NASA Ames Vertical Gun Range.
The effect of impact angle on the production and subsequent evolution of impact-generated magnetic
fields is assessed using magnetic field data obtained during macroscopic hypervelocity impacts
conducted within two ambient magnetic field environments. The configuration and duration of
spontaneous impact-generated magnetic fields are found to have a strong dependence on impact angle,
exhibiting a smooth transition from a cylindrically symmetric field configuration at vertical incidence
to a strong bilaterally anti-symmetric field configuration at high obliquity; hence, crater-related
paleomagnetic fields may yield a diagnostic signature of impact angle where other clues (shape, ejecta
pattern) are absent or ambiguous. As a direct result of some surprising experimental results, a first-
order model of field generation during the cavitation regime of high incidence angle hypervelocity
impacts is explored. A possible consequence of this model is that magnetic fields produced during
hypervelocity impacts (especially those that form large craters) may be an important component of
planetary magnetism-especially lunar magnetism during the last -3.6 billion years.

INTRODUCTION

The production of transient magnetic fields associated with plasma produced by hypervelocity
meteoroid impacts has been invoked to possibly explain the remnant magnetization of certain "young"
(3 Ma - 1.5 Ga) lunar samples (Sugiura et al., 1979; Collinson, 1984), as well as broad areas of the
lunar surface (Gold and Soter, 1976; Martelli and Newton, 1977; Srnka et al., 1979; Schultz and
Smka, 1980; Srnka and Schultz, 1980; Hood and Vickery, 1984; Lin et al., 1988; Hood and Huang,
1991). Dachille (1978) proposed that transient magnetic fields could be produced during hypervelocity
impacts by inertial charge separation occurring in the initial moments of plasma production. Smka
(1977) and Srnka el al. (1979) proposed that magnetic fields could be generated in quasi-neutral
plasma produced during the early stages of hypervelocity impacts. The proposed mechanism is similar
to the self-generation of magnetic fields in plasma produced by pulsed laser experiments as discussed
by Pert (1977, 1981). The formulation is the magnetohydrodynamic (MHD) equation of a low
temperature plasma with a source term arising from electron thermal pressure gradients:

aB C2 ck"-=VxvxB+-VxVxB+ VTxVnI
4tta ne

= advection + diffusion + source
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where v and a are the plasma's fluid velocity and electrical conductivity respectively; c is the speed of
light; k is Boltzmann's constant; and n, T and e are the electron number density, temperature and
charge, respectively. The first term on the right of (1) represents advection of B due to fluid motion;
the second represents diffusion of B through the electrically conductive plasma. The third term is a
source term which arises from drift currents due to thermal pressure gradients (Vnk7T) and is non-zero
when the electron temperature and density gradients are not aligned. On the relatively short time scale
of projectile penetration and cavitation, the diffusion term is generally neglected (Srnka, 1977).

The production and evolution of magnetic fields associated with plasma produced by experimental
hypervelocity impacts may be attributed to many processes including, but not limited to, field
generation from nonaligned electron density and temperature gradients within plasma (Srnka 1977;
Srnka et al. 1979), field generation from charge separation and transport (e.g. Dachille, 1978), field
amplification that can occur during cavitation, field decay that occurs as the plasma expands freely, and
field rarefaction that occurs as the electrically conductive plasma expands into the ambient magnetic
field environment (Crawford and Schultz, 1992). In the interpretation of magnetic fields associated
with quasi-neutral plasma generated by experimental hypervelocity impacts, a two component magnetic
field model can be used (Fig. 1). One component is due to rarefaction of the ambient field as the
"diamagnetic" plasma expands into the ambient magnetic field; the other is the plasma's internal field
(seen outside the plasma as a leakage field) that arises from spontaneous field generation, amplification
and/or decay during the projectile penetration, cavitation and late-time expansion regimes.

Plasma
•1 " M

Be

Fig. 1. First-order model of impact-generated magnetic fields (after Srnka et
al., 1979). The radially expanding quasi-neutral plasma can be
approximated as a diamagnetic material with dipole moment M,
reducing the intensity of the ambient field (B0) below the impact
point. Nonaligned electron density and temperature gradients can
produce a toroidal field (Bg) confined to the plasma although leakage
fields may penetrate into the target.

Magnetic field rarefaction appears as the plasma excludes the ambient magnetic field while expanding
above the impact point. In this way, it acts as a diamagnetic material (Rayzer, 1964) producing a zone
about the point of impact where the magnetic field is temporarily reduced from its initial value.
Magnetic field generation arises from the source term on the right side of equation (1) and is
independent of the initial magnetic field strength provided that this initial value is lower than the limit
imposed by finite energy density. Magnetic field amplification and decay occur due to advective
processes within impact-generated plasma. For a brief period of time after the projectile has penetrated
the target, vapor/plasma production is greatest along the sides of the projectile and cavitation occurs,
i.e., a portion of the plasma is directed inward upon itself as the plasma converges above the rear of the
greatly deformed projectile (see O'Keefe and Ahrens, 1977). Due to the convergence of the flow field
during this time, amplification of the ambient and/or generated field can occur. This process may
explain a brief enhancement of the ambient magnetic field that we observed during many high
incidence angle experimental impacts. In the discussion section of this paper, a first-order, one-
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dimensional model of this process is considered. During late-time plasma expansion, the plasma fluid
velocity is directed outward and the field decays.

EXPERIMENTS

Experimental investigation of magnetic field generation and evolution during hypervelocity impacts
has been performed at the NASA Ames Vertical Gun Range, Moffett Field, California (Crawford and
Schultz, 1988, 1991). The vertical gun is a two-stage hydrogen light gas gun capable of launching
macroscopic projectiles at up to 7 km/s with the angle of impact varying from nearly horizontal to
vertical in increments of 150 (see Gault and Wedekind, 1978). The large impact chamber is large
enough to accommodate, surrounding the impact point, a mu-metal shield that reduces the 0.35 G
ambient (terrestrial) magnetic field to levels comparable with the free solar wind value of lunar surface
field strengths. Impacts of aluminum projectiles into powdered dolomite (Mg0 .5Cao.5CO3) targets have
demonstrated repeatability and readily produce a self-luminescent, slightly ionized vapor cloud that we
infer to be the source of impact-generated magnetic fields. Through the use of high frame-rate
photography, the vapor's fluid velocity, total mass and energy can be characterized (Schultz, 1988;
Schultz and Gault, 1990a).

Magnetic field production was observed during laboratory hypervelocity impacts conducted within two
different ambient magnetic field environments in order to separate spontaneous field generation from
the interactions of the expanding, electrically conductive plasma with the ambient magnetic field. A
moderate field environment of 34±6 mG intensity, oriented --45' from horizontal within the plane of
the projectile trajectory was produced by using a single layer mu-metal shield in a capped cylindrical
configuration (1 m diameter by I m high, see Fig. 2). A low field environment of 4.5±0.8 mG intensity
(comparable to lunar surface strength: 0-5 mG), oriented vertically, was produced by adding an inner
mu-metal layer to the shield. The inner layer was degaussed periodically by application of a ramped
60-Hz vertical magnetic field.

Impact-generated magnetic fields were measured by 15 magnetic search coils (Fig. 2), each capable of
measuring a single component of DB/at. Each coil consisted of several hundred turns of 30 gauge
copper magnet wire wound helically on a plastic form approximately 8 cm in diameter. All the cc.ýs
and leads were electrostatically shielded by 1-mm-thick grounded aluminum foil. The signals from the

Projectile

Y Mu-Metal Shield

STarget Bucket

Search Coils

Witness Plates

Fig. 2. Experimental setup for the measurement of impact-generated
magnetic fields. View from above. The mu-metal shield is a pair of
concentric capped cylinders approximately I m in diameter by I m
high. The projectile impacts the target at the origin. Coils that
measure the magnetic field are located above and below the target
surface (usually buried in the target). The witness plates break up
and contain ricochet fragments produced by oblique (<30') impacts.



coils were amplified by instsrulICntatiof amplif ,rs and sent to a III Id ti,.anncl dhgitl! acquisition system

where they were simIultaneously converted into 8-bit digital form at a rate of 500 kltz (2 wts per
conversion) for later computer readout. The data from each channel Acre iniegrated itlh a robust
technique developed using known magnetic field wavcforis.

Thirty-three experimental impacts have been used to map tie spatial and temporal character of impact-
generated magnetic fields. The experiments used (.)A-cm-aluniinum spherical projectiles impacting a
powdered dolomite target. Dependence on impact angle and the ambient field environment were
explored whereas the impact velocity was held as constant as possible from shot to shot. Fifteen
magnetic search coils were buried within the target, arrayed horizontally (but measuring the three field
components) 7-9 cm below the impact point. The coils are laid out using a Cartesian coordinate system
where the origin is the impact point, the z axis is vertical and the y axis defines the horizontal
projection of the projectile trajectory (but oriented uprange) prior to oblique inipacts. Each magnetic
search coil is oriented parallel (e.g. +x, +y or +z) or anti-parallel (e.g. -x, -y or -z) to the x, y or z axes.
During the low field experiments (19 experimental impacts), the ambient magnetic field was oriented
vertically (B1, By < 0.5 raG, BZ = 4.5±0.8 raG).

Maps of the 3-D impact-generated magnetic field (Fig. 3) wcre formed by combining the data from
experiments with complementary coil locations and orientations. The data were linearly time-shifted to
account for slight variations of impact velocity and then combined using a three-dimensional Gaussian
spatial filter to produce plots showing the configuration of the magnetic field at particular times. No
attempt is made to force the result to be divergence free. Instead, the relatively weak non-zero
divergence in the resulting plots can be used as an estimate of tie accuracy of the interpolation.

Dependence on Impact Angle

Results from experiments conducted in the low hield environment (4.5±0.S miG), described above, are
shown in the plots of Fig. 3. Magnetic field observations are shown for six differcnt impact angles: 90',
750, 600, 450, 30', and 15' from horitontal. Each plot is a compilation of data collected in 2-5 impact

experiments (30-75 measurement locations/orientations) and depicts a 2-D slice (in a horizontal plane
-9 cm below the target surface) of the average magnetic field observed 0.3-0.5 nis after impact.

At early time, the magnetic field within the impact-generated plasma is probably very intense, as
predicted by theory, but because it is confined to such a small region (within 1-3 projectile radii of the
impact point), its intensity rapidly diminishes with distance and is difficult to observe. At late time, the
magnetic field is spread over a large region within the expanding plasma, so tlhat it can be readily
measured, but is relatively weak. With this in mind, the magnetic fields prodhuced by 'vertical impacts
and shown in Fig. 3 are consistent with the two component magnetic field model discussed earlier.

The azimuthal (spiral) magnetic field pattern that appears during vertical impacts at relatively early'
times is consistent with spontancous field generation arising from the source term of equation (1). The
radial and vertical field components are consistent with a first-order plasma magnetic dipole moment
oriented in the same direction as the ambient field and may be due to ambient field amplification
during cavitation. Rarefaction of the ambient field is also likely to occur, but, due to the relatively weak
lateral expansion of the plasma, never appears as a significant component o' the overall field pattern.

During impacts at 75' and 60' from horizontal, the vertical field pattern is initially in the same
direction as the ambicnt field but then develops into a rarefaction field with opposite polarity (Fig. 3).
The early time field pattern is, again, consistent with ambient field amplification during cavitation. At
later time the plasma is directed away from vertical by the configuration of the transient cavity resulting
in a more efficient interaction with tie ambient field and, therefore, a stronger rarefaction component.

During impacts at 45', 3l0' and 15' from horizontal, ambient field amplification cannot be seen in the
observations, yet the spontaneous magnetic field is enhanced overall. The field is stronger downrange
and exhibits bilateral anti-symmetry across the plane containing the projectile trajectory. The strength
of the anti-symmetric part of the field patterns, especially for low angle impacts, strongly suggests that
much of the field observed in these experiments is spontaneous and is consistent with earlier work that
demonstrated the repeatability of impact-generated m...gnec fields in ' ::m"bien! field
environments (Crawford and Schultz, 1988, 1991).
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Fig. 3. Magnetic field dependence on impact angle as observed in a low magnetic field
environment (4.5±0.8 mG oriented vertically-up) 0.3-0.5 ms after hypervelocity impacts
of 0.64-cm aluminum projectiles into a powdered dolomite target. The observations were
made in a horizontal plane -9 cm below the impact poinL t.ag.ctl field units are nT
(I nT = 105 G). The impact angle was varied between 90' from horizontal (upper left) and
150 (lower right) in 15' incremei is. Shading represents the vertical component of the
magnetic field whereas vectors represent the horizontal component with white vectors
appearing where the field is directed into the page (down). The impact point is shown by
the white cross and crater extent is shown by the white circle. The white triangle indicates
the projectile trajectory prior to impact. Note the changes in scale.
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Figure 4 shows the average magnetic field strength as a function of impact angle 0.3-0.5 ms after
impact corresponding to the time interval shown in the plots of Fig 3. The error bars are the standard
errors of the mean which primarily reflect the variance from shot-to-shot. The figure includes
experimental vaporization data for the same target material (dolomite) from Schultz (1988) as a
comparison. Although not conclusive, the consistency of the data suggests that impact-generated
magnetic field strength has a similar impact-angle dependence to overall vapor production. As plasma
generated by low-angle impacts generally expands downrange against the target surface, part of the
enhancement at low impact angles may be due to the plasma's close proximity to the target surface.

DISCUSSION

To help interpret the experimental data, we start with equation (1) and develop a first-order, one-
dimensional model of impact-generated plasma that incorporates advection of the electrically
conductive plasma as well as electron density and temperature gradients that are expected to appear
within the plasma during the early stages of vertical meteoroid impact. Because the thermal pressure
gradients that generate the magnetic field of equation (1) also change the electron kinetic energy, the
evolution of electron specific (kinetic) energy (W) needs to be evaluated (Pert, 1977; Srnka et al., 1979;
Crawford and Schultz, 1992). By expressing electron temperature (7) in terms of the electron specific
energy (W) a system of coupled partial differential equations is obtained that relates the evolving
electron energy (W) with the magnetic field:

"M'= VxvxB+ - I VWx Vn (2)
al1 3se n

•W m,.c ISV -V. (Wv) - 6de I WVn. VX B (3)
al 6n~Ze n

= advection + source

where d is the ion mass density, and Z and mi are the average ion charge and mass respectively. This
system of differential equations will, under certain conditions, exhibit unstable growth primarily
limited by the finite thermal energy density (Pert, 1977; Srnka et al., 1979). It may well be that



1hC 11.2 pl 1k h ll n Ji ll] C W 1'lI l1n .11 I I p 1 .I 1. 1,.nc I .•2 the .ld, 2 11

magnetic field growth reaches the limit imposed by finite thermal energy density during projectile
penetration and/or cavitation as will be shown. Although energy density in the plasma is at most
weakly dependent on projectile size, the ratio of projectile diameter to crater diameter for gravity-
limited crater growth increases. Consequently, impact-generated magnetic fields as measured (or
experienced) at the same diameter-scaled distance may have significance for impact craters (especially
large craters) on Earth, the Moon and planetary surfaces.

Because vertical impacts exhibit azimuthal symmetry, a cylindrical coordinate system is appropriate.
For a first-order semi-analytical treatment, we consider the case where velocity and the electron specific
energy (W) vary only as functions of r and electron number density (n) varies only as a function of z
(which may occur at the interface between the projectile and target materials). Under cylindrical
symmetry, azimuthal gradients can be neglected. Provided the initial magnetic field (B) is
homogeneous under these conditions, it will vary only radially at later time; hence:

= 0 (4a)
a~ _ a k ro l(4b)

a t ar=aBA_ a a n dWt -"--rvrB)" n r (4c)

aw W a W a anWa
Tt 7- ar'r) r r ar -4nrnd az r r(rBO) (4d)

where m=,.c
a=3Ze'

and vr is the radial velocity component. To first order, the radial component of the magnetic field does
not change with time. Provided a velocity field can be imposed, the vertical component, described by
equation (4b) only depends on the initial conditions and can be treated independently. The azimuihal
component, equation (4c), is coupled with the energy equation (4d) via the last (source) terms on the
right hand side of the equations. We look for a self-similar model solution to equations (4c) and (4d).
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In an idealized model of impact-generated plasma (Fig. 5), the electron specific energy has a radial
dependence due to the curvature of the projectile whereas the electron density primarily has a vertical
dependence due to vertical compositional variations (e.g. the compositional contrast between projectile
and target or compositional layers within the projectile and/or target).

The coordinates t, r and z can be expressed with their dimensionless forms (t', r' and z') as:

t= t'RP / VP (5a)

r = r'RP 'T3 0 < r'•5 1 (5b)

z =z'L TP(t) 0 < z'! <1 (5c)

and thereby: dt =dt'RP / VP (6a)

dr =dr Rp T(t) (6b)

dz = dz'L TWO) (6c)

where RP is projectile radius, V_ is projectile velocity, L is the length scale over which significant
vertical gradients in electron density occur and P(t) is a dimensionless scaling factor.

A straightforward dimensional analysis of equations (4c) and (4d) yields a unique, self-similar radial
dependence for the radial fluid velocity (vr), the azimuthal magnetic field (B) and the electron specific
energy (W). These self-similar solutions have the form:

v,(r) = Vo r' (7a)

Bo(r')= b(t') r' (7b)

W(r~t)= t.(t) r2 (7c)

with 0 _< r' < 1. Applying the coordinate transformations described in eqtations (5) and (6) and
substituting equations (7) into (4c) and (4d), we find:

db
at - -2ib - n (8a)

de K

= -4iE - n F-b (8b)

= advection + source

where -Vi (9)

at 1 n a
and a I an a (10)

During the cavitation phase of crater growth(<10-30 RP/VP for vertical impacts), the impact-generated
vapor/plasma is confined to a cavity (Fig. 5) with characteristic dimension R0 - RP (see O'Keefe and
Ahrens, 1977). Much of the fluid flow field is directed inward with characteristic radial velocity -Vo so
that Ti < 0. Since the plasma is confined to a small cavity, Ro = WRit with T(r) a constant on the order
of 2-3 (estimated from O'Keefe and Ahrens, 1977). Hence, for this first-order model, il is a constant
during cavitation. In reality, T1 is dependent on the growth rate of the transient cavity and the velocity
distribution within the plasma as realized by the range of 71 values given in Table 1. If, during
cavitation, fluid motion acts to homogenize the plasma, then the effective electron density gradient
(-IlL) would decrease from a scale invariant starting value (initially strongest across the contact
between the projectile and target materials) to a value proportional to ~I/RP and iK would decrease
proportionately. For the following calculations, we use the latter definition of K.
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Table 1. Parameters of the first-order cavitation model.

Paramete alIu Uni Definition
R1, 1-10 7  cm projectile radius
Vo 106 cm/s projectile velocity
R0 2-3RP cm transient cavity size (during cavitation)
Vo 3x 105 cm/s characteristic fluid velocity
L 10- - 106 cm vertical gradient length scale (see text)
'F 2-3 dimensionless RoI/R (during cavitation)

it 10-3 g'cm/esu-s see equation (4)
71 -0.2 - 0.5 dimensionless normalized fluid velocity (Vo/IVP)

r 10-16 -10-9 g/esu-cm -a/Li 2V, (see text)

d 10-6 g'cm"3  plasma density (ionic mass per cm 3)
b(0) 0 G initial magnetic field strength
b,=1 -103 G energy-limited field strength - (nkT) 1i2
e(0) 1011 ergs/g initial plasma specific energy

Equations (8a) and (8b) were numerically integrated with fourth-order Runge-Kutta using the
parameters shown in Table 1. With no initial magnetic field (b(0) = 0), exponential field growth occurs
with time (Fig. 6). Many solutions (11 < 0.2) eventually reach a singularity where infinite field growth
can occur (in reality, limited by conservation of energy). Pert (1977) studied this instability for the
advectionless case (TI = 0). As shown by the cavitation solutions (TI = -0.1; 10-16 !S C 5 10-9 g/esu.cm)
depicted in Fig. 6, the magnetic field generally reaches an energy-limited value (b,,,a - (nkT) 112) or
leaves the cavitation regime prior to reaching the region of instability. It is important to note that the
time required for the magnetic field to reach its energy-limited value has only a weak dependence on
ic. Varying ic from 10-9 (-0.1-1 cm projectiles) to 10-16 (-10-100 km projectiles) delays attainment of
the energy-limited field level by only a factor of -80. It is likely that only for the largest impacts will
field growth not achieve the energy-limited value during cavitation.

Cavitation may also induce (nonlinear) amplification of the ambient field as shown schematically in
Fig. 5. Due to azimuthal symmetry, the source term of equation (4) will contribute to growth of the
azimuthal magnetic field. The advection term, however, can contribute to the vertical field as well. By
only considering the advection terms of equations (4), the azimuthal field component (B0) and the
vertical field component (Bz) can be treated independently by considering solutions of the form:

v,(r') = -Vor' (1 la)

B(r',t') = bq(t') r'm (1 Ib)

B2(r't) = b,(t) r'n ( lc)
Substituting (11) into (4) and applying the coordinate transformations of equations (6), we obtain

db0
"7 =-(.m+l)qib9 (12a)

db,
S= -(n+2)rlb, (12b)

where 71 was defined previously in equation (9). During cavitation (TI < 0), the magnetic field will
grow exponentially as:

b0 = bi exp[-(m+l)TIt1 (13a)

b, = b2 exp[-(n+2)TIt1 (13b)

hence the amplification factor depends on %i, m and n. To first order, the ambient vertical field is flat,
n = 0, and the azimuthal field has the self-similar form of equation (7b), m = 1. With TI - -0.1 and
t.V/R, - 20 (during cavitation), the initial field will be amplified -50 times. More amplification is
possible with higher cavitation velocities and/or longer cavitation times. On the lunar surface, where
the ambient field is 0-5 mG, amplified vertical fields of up to 0.2 G may be produced in this way.
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Fig. 6. The azimuthal component of the plasmagnetic field as a
function of dimensionless time during cavitation. The field has been
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0.1-1 cm projectiles and 1c = 10-"16, 10-100 km projectiles). In reality,

field intensity will not increase beyond the energy-limited region
(horizontal dashed lines) nor beyond the time of cavitation (10-30
RIuVma, vertical dashed lines). Later, during plasma expansion, the
field will decay as discussed below (not shown).

At late in (i.e.r after projectile penetpation/savitation) the plasma is freely expanding with velocity
Vo. We cations of the form described by equations ( la), (, tb) and ( e c) with:

T'(I) = 1 + pt 1= (L t- +2)=o)- t' + to). (14)

At late time, the source term can be neglected and the azimuthal and vertical magnetic field
components can be described by a pair of ordinary differential equations:

dbe bebe b t' O -M I(1 a

d ,, b,
"7 = -(n+2) + t -0 b, -"b2(t" + to)"(n+2) (15b3)

where the constants b, and b2 are determined by the magnetic field strength achieved at the end of
projectile penetration/cavitation. Strictly speaking, the decay rates are dependent on the radial distri-
bution of Be and B, at the end of projectile penetration/cavitation. To fn's order, Be has a linear
dependence on r (m-e 1) due to the self-similar form of equation (7b), whereas B., ultimately, depends
on the distribution of the ambient field (which will likely be flat over the typical impact scale, n=0).
Hence, the azimuthal and vertical fields will exhibit late-time (t >> to) decay proportional to r2.

In summary. firs-order theoretical modeling predicts that during projectile penetration spontaneous
magnetic fields can be produced from nonaligned electron density and temperature gradients. Due to
the inward directed flow that appears in portions of the impact-generated plasma during cavitation,
amplification of the ambient and spontaneous fields also may occur. Ultimately, the exponential field



growth is limited by the finite duration of projectile penetration/cavitation or by the finite electron
energy density. At late time, impact-generated plasma expands freely thereby leading to decay of the
magnetic field proportional to r- where 4 is a constant that depends on the field's radial dependence.
A self-similar, one-dimensional solution for radially expanding plasma predicts • = 2.

CONCLUSION

The configuration and duration of impact-generated magnetic fields have a strong dependence on
impact angle, as demonstrated in Fig. 3. Impact-generated magnetic fields exhibit a regular transition
from a cylindrically symmetric field configuration at vertical incidence to a strong bilaterally anti-
symmetric field configuration at high obliquity. During oblique impacts, stronger fields within the
target could result simply from the close proximity of impact-generated plasma to the target surface,
from a fundamental change in the field production mechanism within the plasma, or from increased
vaporization (Schultz, 1988; Schultz and Gault, 1990a) yielding a greater volume of magnetized
plasma. Although this could not be directly resolved with the data obtained, the correlation with
increased vaporization at low angles is intriguing (e.g. Fig. 4). In addition, the configuration and
duration of impact-generated magnetic fields have been shown to depend on impact velocity and
projectile and/or target composition (Crawford and Schultz, 1991).

With the expected increase of vapor and plasma production at higher velocities (O'Keefe and Ahrens,
1977; Kissel and Krueger, 1987), it is reasonable that magnetic fields produced by 25 km/s impacts
may be ten times stronger than those from 5 km/s experimental impacts. Provided this assumption
holds true, the data in Fig. 3 can be extrapolated using gravity scaling coupled with the self-similar
field decay model of equation (15). For 10-100 km craters formed by 25 km/s impacts, magnetic field
strengths of perhaps 0.03-0.3 G lasting several minutes or more are possible at a distance of 1-2 crater
diameters from the impact point. Because ,,avitation may occur for the majority of impacts on the
lunar surface (with impact angles greater than -15* from horizontal), amplification of the local
ambient magnetic field may occur as well. These first-order estimates of magnetic field intensities are
within the range of paleointensity values determined for certain relatively young (3 Ma - 1.5 Ga) lunar
samples (Sugiura et al., 1979; Cisowski et al., 1983; Collinson, 1984) and more generally may help
account for part of the lunar magnetic record, especially during the last -3.6 billion years. Ongoing
experimental work is being conducted to more precisely determine the scaling dependence.

A remnant of the impact-generated magnetic field can be induced within the target material by the
passage of the impact-induced shock wave (Cisowski et al., 1975, 1976; Wasilewski, 1981) or by
cooling through the Curie point of small portions of impact melt or hot target material. During oblique
impacts, spalled fragments of the projectile may impact further downrange, thereby inducing an
additional shock and/or thermal remanence (Schultz and Gault, 1990a, b). Because of these
dependencies, remnant impact-generated magnetic fields could be a useful geophysical tool for the
study of impact craters on the Earth and planetary surfaces by helping to determine the impact angle,
direction and composition of the impactors. Furthermore, an understanding of the complex
contribution of impact-induced magnetism to the magnetic state of solid body surfaces, in general, and
the lunar surface, in particular, is necessary to assess the role of internally derived fields such as that
due to a core dynamo and may help to define future magnetic survey missions to the solid surface
planets, satellites and asteroids.
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THE EFFECTS OF A RANDOM OFF-AXIS VELOCITY COMPONENT ON
THE PENETRATION ACHIEVED BY LONG ROD KINETIC ENERGY

PENETRATORS AND SHAPED CHARGE JETS

J P CURTIS

EDS-Scicon Ltd, 49 Berners Street, London W1P4AQ

ABSTRACT

The impact of long rod kinetic energy penetrators and shaped charge jets on homogeneous targets
is investigated. In particular the effects of a random off-axis velocity component on the penetration
achieved are analyzed. The aim of this study is to consider the case where the off-axis velocity
component takes a uniform value W along the rod or jet.

It is assumed that penetration takes place according to the classical hydrodynamic penetration law,
and that it continues either until the projectile material is exhausted or until a side wall collision
occurs. The penetration is evaluated as a function of a reference coordinate q defined along the
projectile, and the corresponding crater radius distribution R(q) calculated, on the assumption that
W is zero. The locus of the penetration stagnation point S corresponding to the true value of W is
then determined as a function of q and a revised crater profile is calculated with radius R(q), centred
on S. We determine whether a side-wall collision occurs, and calculate the final penetration, P. The
probability that P exceeds a given value Po is found. We then determine the expected value of P and
investigate parameter variations to maximize this value.

INfRODUCTION

Over the last decade there has been increasing interest in identifying the causes of degraded
penetration performance of long rod penetrators and shaped charge jets impacting on homogeneous
targets (Brown, 1990). For the latter type of penetrator it has emerged that the main cause appears
to be the tendency of the jet to collide with the side wall of the crater it is in the process of forming.
Such collisions can occur in principle when the jet is still intact or after the onset of break-up. They
arise because there is a distribution of off-axis velocity along the length of the jet caused by small
asymmetries introduced in the manufacturing process or by inherent imhomogeneities in the
explosive. The effect of these side wall impacts is to reduce the penetration, because all or part of
the contribution that a particle hitting the side would have made at the bottom of the crater is lost.
We believe this accounts for the characteristic penetration versus stand-off curve observed
experimentally, which rises rather like a sinusoidal function from a non-zero value at zero stand-off
to reach a maximum value before eventually decaying (Brown, 1990) like an exponential or



hyperbolic function.

This problem of the decrease in penetration with increasing stand-off has been considered previously
by Smith (1981), who applied the Monte Carlo technique to the effects of tumbling, off-axis motion
(wavering), and break-up. All three phenomena were treated as stochastic processes. Appropriate
choices of the statistical parameters enabled the prediction of penetration versus stand-off curves in
good agreement with experimental results. Recent studies reported by Brown (1990) show that it
is sufficient to consider only the latter two phenomena to obtain a satisfactory fit of the experimental
data.

In the light of the above considerations it seemed logical to investigate the effects of off-axis motion
in isolation as a step towards a full understanding of the processes underlying the degradation
phet,.nenon. Moreover, it is natural to commence with the analysis of an ideal jet which does not
break up, to gain a clear understanding of the basic ideas. The same motivation led us to consider
first the simplest possible case of a non-stretching jet - essentially a long rod kinetic energy
penetrator. We follow Smith (1981) in considering the off-axis speed as a random variable.
However, we perform analytical studies without recourse to the technique of Monte-Carlo simulation,
for both the long rod and the idealized jet.

This strategy yields several important benefits. In eac. e it is possible to derive explicit analytical
formulae for the probability that the penetration will exL..ed a given arbitrary value P. and for the
expected value of the penetration. Once the formula for the expected value of the penetration is
available it is then possible to consider parametric variations to maximise this value. In other words,
it becomes possible to seek to optimize the penetration performance with respect to such variations.
In this paper, we confine our attention to what we consider to be the most important parameter -
namely the initial ratio of the penetrator length to penetrator diameter.

The means of optimizing the penetration achieved by a shaped charge jet has been sought previously
without success - we believe because the significance of the off-axis effects was not understood. In
the absence of any treatment of off-axis motion the penetration achieved by both rod and jet can be
made arbitrarily large for a given volume simply by reducing the ratio of the diameter to the length,
if the hydrodynamic penetration law holds. Once off-axis motion can occur then this may no longer
be true.

There is only a limited amount of data available on the off-axis motion of shaped charge jets. The
reason for this is the high cost of conducting experiments using the available techniques of flash X-
ray radiography and synchro-streak photography. Accordingly, in this preliminary analysis the simple
choice of a constant value for the off-axis speed along the rod or jet is a natural one. We also
assume that penetration occurs according to the classical hydrodynamic law first proposed by Hill,
Mott and Pack (1944), modified by our treatment of the collisions on the side wall of the crater. The
dynamic yield strength of the penetrator and target materials is assumed negligible in comparison
with the pressures generated a( the interface between the penetrator and the target. An energy-
volume constant is used for predicting the radius of the crater made by the penetrator.

PENETRATION OF A LONG ROD WITH A UNIFORMLY DISTRIBUTED OFF-
AXIS VELOCITY

Consider a long rod impacting on a homogeneous metal target. Suppose that the rod is cylindrical
in shape and that it moves with components of velocity of V in the axial direction and W in the off-
axis direction. Let its density be denoted by pj, and let its length and radius be L and rj respectively.
The geometry of the impact is shown in Fig.l.
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Fig.1 Penetration of a long rod with a uniform off-axis velocity component
W into an homogeneous target. The element initially at N contributes
to the penetration at S, the stagnation point.

Let the point where the centre of the circular front cross-section of the rod hits the target of density
PT be A. It is convenient to define a Cartesian coordinate system with the x-direction parallel to the
axis of the rod, the y-direction parallel to the off-axis velocity component W, and the origin at A.
It is also convenient to define a length coordinate q measuring the distance from the tip of the rod
at the time of impact.

We assume that, in spite of the presence of the off-axis velocity component, the rod penetrates in
the x-direction according to the classical hydrodynamic root density law first proposed by Hill, Mott
and Pack (1944). We use this simple law in this preliminary exploration of the theory, with the
intention of investigating other long rod penetration algorithms, particularly that of Tate (1967) later.
Figure 1 depicts the way the crater formed by the rod is displaced in the y-direction. The point N
on the rod axis initially at the distance q from A arrives at the so-called stagnation point S with
coordinates (P(q),yo(q)) at a time t, say, after the impact. Here P(q) is the penetration achieved by
the portion AN of the rod. The equation describing the locus of this point is

y = tan0(x+q) (1)

The angle 0 between NS and the x-axis must take as its tangent the ratio of the velocity components.

Thus

tan 0- W (2)
V

Use of the hydrodynamic penetration law given by

P(q) = Pj) q (3)

PT
yields

y,(q) = !q [1+( P,)v,] - WP(q) (4)
V PT U

where the speed of penetration U is given by

V = U [1+(l•-Prl•] (5)

PJ

We suppose that the crater made by the rod is of circular cross-section for all sections taken normal
to the x-axis. We apply the concept of the hole-volume constant to derive a relationship between the
radii of the rod and crater in the form
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where D is a constant.

With the above basic equations established we now perform an analysis to determine whether a side-
wall collision can occur. In this simple case it is clear that if a side wall collision happens then it
must occur at the point X when W is greater than zero (cf.Fig.1.). This is because the line RP is
always parallel to the x-axis and X is the point having the lowest y-coordinate on the side wall which
the rod is moving towards. The equation describing the straight line along which the point R moves
is

Y= -(x+L) + r (7)

The condition that the rod will pass down the hole it makes without fouling on X is found by setting
x to zero in this equation and imposing the inequality that y. is less than the radius Rc of the crater.
Thus

y (o) + r. < Rc (8)v

There is a corresponding condition that holds when W is less than zero, namely
-WL < Rc- ri (9)

V

Equations (8) and (9) may be combined to yield the following condition that the rod penetrate to
its full length:

IW I < (Rc-rj) = WA , (10)

where WA is defined by the equality. If W is uniformly distributed in the range I-Wu, Wul then the
probability PA that all the rod contributes is given by

AW

v• = (11)

1 WA>WU

We now derive a general expression for the penetration in the event that a side wall collision occurs.
We suppose that once a collision has happened then no further penetration may take place. This
assumption is made looking ahead to the treatment of the shaped charge jet for which it is known
to be a reasonable working hypothesis (Brown, 1990). It may be desirable to enhance this approach
when treating long rods themselves. Let the element of the rod initially at a distance qo from A
collide with the wall at X. Then q. satisfies

y.(qo) +rj = Rc (12)

and after use of eq.(4) we have

FO=V(Rc - rj) (3qo= (13)
wit+ (0J ) 14

PT

This equation has a solution only when W z WA, that is when the inequality

V(RC - r") ! L (14)
W

is satisfied. This is written as
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q0 L (15)

[÷.(!pa) 1/2

PT J
or

q 0 +P (q 0 ) < L , (16)

where the latter form is perhaps the more readily interpretcd when one considers Fig.2.

<~/
L -q

Fig.2 The geometry of the side wall collision for the rod.

The sought general expression for the penetration is given by

p qo WU 2t I W1WA
P (q) = pL WI<WA <WU (17)

pL WA >WU

where we have introduced the parameter ,t given by

,A= ( ± ) 1 (18)

PT

There is a discontinuity in the penetration at W = WA. This arises as a result of our assumption that
the penetration process ceases as soon as a side wall collision occurs. Through the use of eqs.(6),
(13) and (18) eq.(17) may be written in terms of rj, W and I as

iV(1-i) ri
(1+0L) , I I W W W

P,(qo) JAL I W WA < WU (19)

JAL WA > WU

The above expression for the penetration will be used to calculate the expected penetration for
several probability distributions. However, we first calculate the probability that the penetration
exceeds a given arbitrary value.

PROBABILITY THAT A GIVEN DEPTH BE EXCEEDED

For the consideration of the calculation of the probability that an arbitrary depth of penetration be
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exceeded it is convenient to work with eq.(19) in the form
~LLWA(z+LW, WU > W W l>w,

(1+0)W wj W

P = IW <WA g WU (20)

ILL WA> WU

since we are concerned here only with the random variable W. The cases of WA > Wu and
WA s Wu must be treated separately. For the former case the penetration is always given by

P = IL . (21)

Thus the probability that P exceeds P0 is given by

1 P 0 < IL
P(PkP0 ) = (22)

0 Po > IL

Where WA s Wu the first two cases of eq.(20) apply. For the first of these two the penetration lies
in the range

<LW P li (23)(1+P*) wV (1+I10 "

For the second the penetration takes the value stated in eq.(20). The minimum value that P may
take is given by the lower limit of the two-sided inequality (23). Therefore if P0 is less than or equal
to this value then the penetration P will always exceed Po. Now consider the circumstances in which
the upper limit of the inequality (23) is exceeded by P. This can only occur when the second case
of eq.(20) applies, when P satisfies eq.(21). The probability of this case holding is given by

P(I W <WA) - WA (24)

WU

Here we have assumed that W is uniformly distributed as before, and have availed ourselves of the
symmetry of the distribution as convenient. It remains to consider the case where Po lies within the
range (23). Let us define a critical value of W, w., given by

w0 -. LW) (25)

Then the probability that P lies between Po and the upper limit of the range (23) is given by

p(_PL P k PO) = P(WA S I W 1 • VO) - Wo-WA ( pL. 1) WA (26)

The probability that P exceeds Po is simply the sum of the probabilities (24) and (26).

All of the above information can be summarised in the following single equation giving the desired

probability for each of the four possible ranges of values for Po:

0 Po> IL

WA IAL zPO> (LI)
wU

P (Pz PO) (27)
-ILLWA IL I5 Po > LWA

(l+is)PoW, 15 p+ 0  (1+Pl) W,

pLWA > O(1÷+ ) w'



Equations (22) (WA > Wu) and (27) (WA s Wu) cover all the possibilities.

We may consider the same problem but with W distributed according to a truncated normal
distribution. The derivations of the probability that the entire rod contributes to the penetration and
of the probability that P exceeds P0 are directly analogous to those for the uniform distribution.

The results of this section show how an understanding of the statistics of the random off-axis
component of velocity can be used to calculate the probability of penetrating a given depth into a
chosen target material.

CALCULATION AND MAXIMIZATION OFTHE EXPECTED PENETRATION OF
THE ROD

Consider the calculation of the expected penetration and the problem of maximising it by varying the
radius and length of the rod so as to keep its volume V., and hence mass and kinetic energy,
constant. The same eq.(19) for the penetration is used for both the uniform and truncated normal
distributions. The forms of the expected value are of course dependent on the particular choice of
distribution.

For both distributions we note that WA is dependent on rj and L through eq.(10). Let us consider
first the third case in eq.(19). Substituting the expression for WA into the inequality WA > Wu
holding for this case and using the constant volume relation

xr L = vR , (28)

we obtain after simple manipulation the inequality

ri > WU v-z )1/3 (29)

This inequality provides a lower bound above which rj must lie in order that all the rod contribute
to the penetration. Below this bound side wall collisions occur at X in Fig.1, and one of the first two
cases in eq.(19) applies. Corresponding to the above lower bound on rj is an upper bound on L,
since eq.(28) must be satisfied. Since the penetration is directly proportional to L through the third
of the cases in eq.(19) it also must be bounded above. The bound may be written explicitly as

P - E(P]< VV2 ('-1) 2 )1/3 (30)

As the expected penetration and all possible values of the penetration are one and the same for this
case we have included this equality in eq.(30). It gives the maximum penetration that can be
obtained by reducing the radius of the rod, ie increasing the length/diameter ratio, before a side wall
collision occurs.

The question arises naturally, whether it is possible for this value to be exceeded even if a side wall
collision occurs. To answer this question we must write down the expected value of the penetration
when WA S Wu for both of the distributions. For both the expected value is found by integrating the
product of the appropriate form of the penetration (given in the first two cases of eq.(19)) with the
probability density function. Commencing with the uniform distribution we have

WU NA

E(P] f f-.L dw+pL f -L dw , (31)
(I +Pt) WA WW 0 Wi:

where we have used the symmetry of the distribution to allow us to consider positive values of W
only. After evaluating the integrals the expected value reduces to
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E[P] = J(A,-1)-J in (U) , PLWA (32)

Elimination of L using eq.(28), of WA by eq.(10), and of Rc enables us to write the right-hand side
of this equation as a function of rj as the only variable, so that it reduces to

E[P] - pV(A-1)x, 1 in ( WUVR ) +1) (33)

It is now straightforward to seek a maximum of EIP] by differentiating the right-hand side of eq.(33)
with respect to rj, equating the resulting expression to zero, and solving for rj. The solution must
lie in the range that is complementary to (29), namely

rj .1 ( Wv(•R )1/3, (34)

in order that it be meaningful, if we are seeking it in the case where WA S Wu. In fact we find that

r =7 (Xv(e-i) xp(I-2)) /3 (35)

so that the inequality is satisfied provided iL s 2. Substituting this result into eq.(33) yields the
following result for the maximum expected penetration:

E[P].C. 3 ( VfV2 (A-1) 2 exp(p -2) )P/3 (36)
(P~+1) X WU2

Dividing the right-hand side of this result by the right-hand side of the inequality (30) we observe
that the maximum penetration with a side wall collision exceeds that without one provided the
following inequality holds:

3 . (exp(p-2)) 1 /3 > 1 (37)

Let us consider some examples. Suppose first that the rod and target materials are the same. Then

g = 1 and the left-hand side of the inequality (37) takes the value 1.0747, confirming that for
maximum penetration a side wall collision occurs. Now consider a copper long rod and steel target.
Taking 8900kg/m 3 and 7860kg/m 3 as the densities of copper and steel respectively, we find that oL
= 1.0641 and that the left-hand side of the inequality (37) takes the value 1.0639. Once again the
penetration is made greater by allowing the side wall collision to occur.

It is of interest to consider the sensitivity of these results to the choice of probability distribution.
therefore we repeat our analysis, this time using the truncated normal distribution.

Again it is found that the maximum penetration with a side wall collision exceeds that without one
provided the ratio analogous to the left hand side of inequality (37) exceeds unity.

As an example a plot of this ratio is shown in Fg.3 for values of the standard deviation a of the
underlying normal distribution ranging from 5m/s to 100m/s where the truncation limit is 50m/s.
Here the rod is made of copper and the target of steel. We observe that for small values of a the
maximum achievable penetration with a side wall collision exceeds the maximum possible with no
collision eg by a factor of 4 for a = 5m/s. The curve asymptotically approaches the result given
above for the uniform distribution, namely 1.0639, as a increases, demonstrating the consistency of
the analysis.
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Fig3. Plot of the ratio of the maximum expected penetration with a side wall
collision to the maximum penetration with no collision, as a function of
the standard deviation a of the normal distribution prior to truncation.
The figure shows that the results for the uniform distribution are
approached asymptotically as a increases.

PENETRATION OF A SHAPED CHARGE JET WITH UNIFORM OFF-AXIS
VELOCITY DISTRIBUTION

Consider the impact of a stretching shaped charge jet on a homogeneous target as shown in Fig.4.
The stretching brings about a diminution of the radius of the crater as the penetration increases.
We retain the assumptions about the penetration process made above for the rod, but take account
of an assumed linear decrease in the axial velocity of the jet with increasing length coordinate q,
defined as before for the initial state

Fig.4 Penetration of a stretching shaped charge jet with a uniform
off-axis velocity component W into a homogeneous target. Note
that the velocity of each element is a function of q, and that
the crater radius is not constant.

Let the axial velocity components of the front and back of the jet be vo and vL respectively. Then
the penetration P(q) achieved by a length q of the jet is given by use of the analysis of Abrahamson
and Goodier (1963) as

P(q) L - q}) (38)
Vo Vo" 1 1,

Here v - v(q) is the velocity of tb, -'-1 1,.mat of the jet initially at distance q from the tip of the jet.

i I I I
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The investigation of side wall collisions is more complicated than for the rod, since it is not clear
which point of the crater wall will be the first to be hit. Indeed it is likely that the location of this
point will be a function of all the jet and target parameters.

An element of the jet colliding with the side wall will do so at a depth P(cq) into the target, at time
t. given by

to = [qo+P(qo)] I/ v(q) , (39)

where q. is the initial coordinate of the element penetrating at the time of the side wall collision, so
that P(h) < P(q.). The coordinate qA is the initial distance from the tip of the jet of the
infinitesimal element that made the infinitesimal increment to the crater at depth P(qA) at time tA

given by eq.(39) with q0 replaced by qA. If the collision is the very first to occur then the off-axis
displacement of the jet at time to plus its radius at time to must equal the off-axis displacement
Ys(qA) of the crater plus its radius Rc at depth P(qA). Here we assume that all displacements are
in the positive y-direction. An analogous result holds for negative displacements. The condition for
first impact is thus

Rc(qA) +y,(qA) = I W Jto+0  ((to) (40)

This may be written in terms of UA and q. as

Dv(q,) rJ(qA) + W (q,+P(qA)) = r((q,) + W (qo+P(q) (41)

where we have used eq.(6) and evaluated ys(qA) as the product of W and tA. Henceforth we denote
the left-hand side of this equation by f,(Qq,W) and the right-hand side by f2(qo,W). The functional
dependence of rj on q is given by

r,(q) = r'(O) [ 1 +11 (q+P(q)) -1/2 (42)v(q)

where il is the strain rate given by

wp=(Vo-vL)/L . (43)

Let us now define a new function F(qA,qoW) given by
F(q,,, q0, W) = f', (q,,, W,) -f, (qo, W) (44)

For a given value of W if F > 0 then the jet elements within distance q. of the tip pass through the
crater cross-section at depth P(q). If, however, a collision occurs then its location is determined by
seeking the minimum value of q0 such that F = 0. This minimum value and the corresponding
value of qA are both functions of W. Just as for the rod there will be a critical value WA for W
below which all of the jet contributes to the penetration. This value can be determined by gradually
increasing W until a value of q0 is found for which F = 0. Again there are three cases to consider
in determining the penetration, which is given by

P(qo(W)) W, ! W I ! wo

P P(L) I WI <W, ! W (45)

P(L) WA > WU

Note that we have indicated explicitly the dependence of the minimum value of q0 on W in the case
of a collision. As before we suppose that W falls in the range [-WuWul.

PROBABILITY THAT JET PENETRATION EXCEEDS AN ARBITRARY DEPTH

The probability that the penetration exceeds an arbitrary value P0, given that the jet is of radius rj
depends on the relative sizes of WA and Wu, as for the rod. For WA > Wu it is given by
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0 P0 > P(L)
P (P2 Po) = (46)1 Po sP(L)

Where WA s Wu it is given for a uniform distribution by

0 P0 >P(L)

P(P k PO) = WAIWU P(qo(WA) ) S P0 :P(L)

(WA+WU-wO) /W. P(qo(WU)) s PO s P(qo(WA) )

1 Po<P(qo(WU) )

Here the value wo is defined such that P(qo(wo)) = Po. Since P(q) increases strictly with q this
definition is unique.

CALCULATION OF THE EXPECTED PENETRATION

If we adopt the convention that qo = L in the second and third cases of eq.(45), the expected

penetration may be written as:

E U] P (q(lW) ) dw 
(48)

0

This is a convenient form for numerical computation. Several examples have been investigated over
a range of values of the jet radius while keeping the volume and kinetic energy of the jet constant.
The following set of nominal parameter values has been taken:

vo = 8000 m/s Density of steel target = 7860 kg/m 3

vL = 1000 m/s Volume of jet = 0.31416 x 10- m3

WU = .50 m/s Radius of jet from 0.27 mm to 1.0 mm

Density of copper jet = 8900 kg/m3  Non-dimensionalized crater radius constant D/vo 3

Fig.5 Expected penetration of a shaped charge jet as a function of off-axis
velocity distribution parameter Wu.
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Figure 5 shows that the effect of increasing the value of Wu first to 100m/s and then to 500m/s is
to reduce the penetration over the entire range of values of the radius of the jet considered.

CONCLUSIONS

The effects of a random off-axis velocity component on the penetration achieved by long rod kinetic
energy penetrators and shaped charge jets have been investigated. After making several simple
assumptions about the penetration process calculations were made of the expected penetration for
a long rod. The assumption was made that the off-axis velocity is uniformly distributed or that it has
a truncated normal distribution. For some examples of materials in common use, the maximum
expected penetration for a given volume is achieved when the radius of the rod is reduced or, in
other words, the length to diameter ratio is increased, to an extent that the rod collides with the side
wall of the cavity. This is true for both of the probability distributions considered. The probability
that the penetration achieved by the rod exceeds an arbitrary value was also calculated.

We have also pursued the analysis for the case of a stretching shaped charge jet which does not
break up. We have derived a means of determining the location of a side wall collision and written
a computer program to exploit this analysis to make calculations of the expected penetration. The
results obtained show that the penetration for a given volume of the jet increases with decreasing jet
radius. No global maximum of the penetration was found, in contrast to the case of the long rod.
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A LAGRANGIAN MODEL FOR DEBRIS CLOUD DYNAMICS

SIMULATION
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ABSTRACT

A new modeling approach has been developed for computer simulation of hypervelocity impacts on
multi-plate orbital debris shields. This approach links an Eulerian finite difference code for shield
perforation calculations to a Lagrangian finite element code for debris cloud evolution simulations.
Mixture theory is used to account for the presence of void space in the debris cloud.

INTRODUCTION

Most numerical simulations of hypervelocity impact problems have employed Eulerian hydrocodes [e.g.
CSQ (Thompson, 1990a) and CTH (McGlaun et al., 1990)], well suited to model perforation and erosion
effects. However application of Eulerian codes in the design of multi-plate space debris shields (Cour-
Palais and Crews, 1990 and Christiansen, 1990) suggests that they are not well suited to modeling debris
cloud evolution, even in two dimensions. This is apparently due to basic mass dispersion problems
associated with the use of Eulerian analysis methods to model very low density debris. Although
rezoning, periodic deletion of low density debris, or other techniques may improve the efficiency of
Eulerian codes in two dimensional debris modeling problems, such techniques can involve significant
requirements for user intervention in the simulation. In addition, three dimensional Eulerian hydrocode
analysis of debris cloud evolution appears to be impractical, given current supercomputer capabilities.
Hence the present paper describes the development and application of a Lagrangian modeling approach to
debris cloud dynamics simulation.

Previous work comparing the accuracy of Lagrangian and Eulerian codes in one-dimensional modeling of
debris cloud dynamics has indicated that Lagrangian models can provide an accurate description of
experimental data (Asay and Trucano, 1990). However the extension of this modeling approach to general
debris shielding design problems presents two major difficulties. First, the initial (perforation) portion of
the impact problem is very difficult to model accurately with Lagrangian codes. Second, generating a
conventional finite element mesh description of the debris cloud is extremely difficult or impractical. As
a result, the author is not aware of any previous attempts to extrapolate the one-dimensional work of
Asay and Trucano (1990) to the general case.

Recognizing the inherent suitability of Eulerian codes for modeling perforation and and the apparent
accuracy of Lagrangian codes in modeling debris cloud evolution, the present paper describes a systematic
linking of the codes CTH (McGlaun et al., 1990) and DYNA2D (Haliquist, 1987) for the simulation of
two dimensional space debris shield impact problems. In the approach described here, the mass and
velocity distribution data obtained from a CTH model of initial perforation is post-processed to provide a
DYNA2D model of the debris cloud behind the perforated plate. The Lagrangian debris cloud model is
then used to simulate the transport of dispersing debris toward the next shield, or the shielded structure.
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To simulate the perforation of the next shield in a multi-plate assembly, the DYNA2D model of the
expanded debris cloud is post-processed to initiate a new CTH simulation. This process is repeated to
progress though the multi-plate shield system and finally model impact on the protected structure.
Automated post-processing and mesh generation for the sequence of calculations is performed using
newly developed routines written to interface the the DYNA2D and CTH codes.

In order to solve the difficult problem of Lagrangian mesh generation for the impact debris cloud, the
basic DYNA2D code has been augmented with a mixture theory based (Drumheller and Bedford, 1980)
constitutive model of a solid or fluid medium containing voids, including a rate dependent law for void
space evolution (Drumheller, 1987). The result is a thermodynamically consistent model of debris cloud
evolution for use in space shield design applications. Simulation results show that that the outlined work
improves upon existing capabilities for direct hydrocode modeling of such problems.

METHODOLOGY

The paragraphs which follow outline the methodology used in developing a combined Eulerian-
Lagrangian approach to debris cloud dynamics simulation. The Appendix discusses the analysis procedure
in detail, while this and later sections present an overview and example simulations. The series of
routines written to link the codes CTH and DYNA2D is referred to under the title DCT2D (Debris Cloud
Translator 2-Dimensional). The series of routines written to augment the standard DYNA2D code for
debris cloud simulation is referred to under the title DCA2D (Debris Cloud Augmentation 2-
Dimensional). All code development and analysis was performed on a Cray Y-MP/864. The CTH-DYNA
interface and DYNA augmentations presented here are currently limited to two dimensional problems,
although the general modeling methodology may be implemented in a three-dimensional form.

To illustrate the analysis procedure, consider the representative problem of a 0.32 cm diameter aluminum
sphere impacting upon a 0.081 cm thick aluminum plate at a velocity of 6.58 km/sec (Fig. Ia). At a
standoff distance of 10.16 cm, this plate represents a ballistic limit Whipple shield for an aluminum wall
of 0.127 cm thickness (Cour-Palais and Crews, 1990). CTH simulation of the initial impact in this
problem was performed with mesh dimensions Ax = Ay = 0.004 cm. This mesh density exceeds by a
factor of 6.25 that used by the CTH code development group in their published study of a canonical
debris cloud problem (Trucano and McGlaun, 1990). Transmitting boundary conditions (McGlaun, 1982)
were used to accommodate backsplash and debris transport outside the modeled region. The simulation
employed the first momentum advection option (CONV=I, Trucano and McGlaun, 1990) in the CTH
code. This option conserves momentum in mapping the deformed material mesh to the space-fixed mesh,
while discarding any kinetic energy error associated with the remap, and is recommended by the CTH code
development group (Trucano and McGlaun, 1990). The ANEOS (Thompson, 1990b) library equation of
state for aluminum, with melting, was employed. The calculation required 3,135 CPU seconds.

Swell t X Y = 0.0 cm

plate 4. Y = -2.62 cm

. Y = 0.0CM plate Y = -5.17 cm

plate #2 Y = -7.72 cm

shield 0plte#1 Y = -10.3 cm
___________- Y=-10.3cm

8v= 6.58 km/soc 8•v = 6.58 km/sec

Fig.la. Whipple shield impact problem Fig. lb. Multi-plate shield impact problem
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Figures 2a and 2b show the results of the CTH simulation, in the form of mesh density plots at impact
and at one and one-half microseconds after impact. The plot in Fig. 2b shows a clearly defined debris
cloud at one and one-half microseconds after impact, extending approximately over the region -10.0 cm <
Y < -9.5 cm and 0.0 cm < X < 0.5 cm, where X is a radial coordinate in this a.visymmetric problem, and
Y = 0 defines the axial location of the shielded structure (not modeled in this calcuiation). At this point
in time the CTH calculation was terminated and the post-processor CTHED was used to write
information on the debris cloud region to a data file for use in constructing a DYNA2D debris model.

Next the program DCT2D was run to prepare a DYNA2D input file describing the debris cloud mass,
geometry, and velocity distribution, in a Lagrangian finite element form. All elements in the initial mesh
containing over ninety-nine percent void space were deleted, resulting in the debris model shown in Fig.
2c. Comparison of the Lagrangian debris cloud model (Fig. 2c) with the debris cloud state at the end of
the Eulerian simulation (Fig. 2b) illustrates the accuracy of the model translation procedure. Mass and
kinetic energy error associated with the model translation process was approximately one percent. Since
the Lagrangian elements contain variable amounts of void space, as determined by the CTH mass
distribution data, caution should be exercised in interpreting the finite element geometry plot of Fig. 2c
as a direct representation of the debris cloud mass.

Given an initial density, velocity, and void fraction distribution obtained from the CTH simulation, the
Lagrangian model (DYNA2D augmented by the DCA2D routines) was then integrated to propagate the
debris. In this example the DYNA2D model of the debris was composed of 2,181 elements, and required
4,297 CPU seconds to simulate the first microsecond of debris cloud evolution. It is important to note
that the Lagrangian calculation must be started with a low user-specified time step, since the default
DYNA2D calculation for the initial time step will not account for void space effects.

At two and one-half microseconds after impact, one microsecond after ending the Eulerian simulation, the
debris cloud has evolved to the form shown in Fig. 2d (note the change in scale as compared to Fig. 2c).
The radius of the debris cloud has increased significantly, and the leading edge of the debris cloud has
translated along the impact centerline. The shell of the debris cloud has thinned as it expands, while the
spreading of debris particles within the shell illustrates the presence of velocity variations across the
debris cloud. The analysis reflects (qualitatively) results observed in impact experiments.

The Lagrangian simulation of debris cloud evolution shown in Figures 2c and 2d assumed that adjacent
finite elements composing the debris cloud were interconnected, i.e. that the debris cloud deforms as a
cohesive body, retaining its mechanical strength after impact. An alternative modeling option
incorporated in the DCT2D routines takes each finite element to represent a discrete debris cloud
fragment, i.e. assumes that the debris cloud lacks any cohesive strength after impact. This is often a more
realistic description of hypervelocity impact effects on Whipple shield structures. Consider again the
representative Whipple shield impact problem depicted in Figures 2a and 2b. Starting with the initial
Lagrangian debris cloud model (Fig. 2c), and neglecting any cohesive coupling of the motion of the
deforming elements, the augmented version of DYNA2D was used to propagate the impact debris towards
a wall plate located at axial position Y = 0. At 17.5 microseconds after impact the leading edge of the
debris cloud has reached the wall plate, with the expanded debris cloud taking the form shown in Fig. 2e.
This simulation required 13,320 CPU seconds. Comparing Figures 2c and 2e, the debris cloud has
expanded radially by a factor of eight and axially by a factor of thirteen. The predicted angle of expansion
of the cone of debris is approximately thirty-six degrees. Qualitatively the debris cloud shown in Fig. 2e
is consistent with experimental observations of Whipple shield impacts.

To complete the simulation and model debris impact on the wall plate, the mass, position, and velocity
data from the DYNA2D simulation at 17.5 microseconds after impact (Fig. 2e) was input to DCT2D to
generate a CTH input file. CTH was then used to simulate impact of the debris on the wall structure. The

wall plate was modeled as aluminum with a yield strength of 0.966 x 109 dynes/cm 2 . Figure 2f shows
the wall at 19.5 microseconds after initial impact on the bumper shield, or 2.0 microseconds after initial
impact of the debris on the wall. This CTH simulation required 3,035 CPU seconds. Overall the
simulation predicts perforation of the wall plate for this nominally ballistic limit shicid configuration.

Comparison of the preceding simulation results with the corresponding experiment (Cour-Palais and
Crews, 1990) suggests that the analysis results are conservative, i.e. that the lethality of the debris cloud
has been overestimated. However the results indicate that the proposed analysis procedure provides a
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stable and realistic transformation of the Eulerian impact modeling results to a Lagrangian form well
adapted for debris cloud evolution calculations. General use of the simulation approach just discussed in
debris shield design applications requires further evaluation of the methods employed. A later section
describes a serie-, of calculations conducted to simulate a multi-plate shield impact experiment.

MIXTURE THEORY MODEL

The preceding discussion noted the development of a new constitutive augmentation of the DYNA2D
code, describing a solid or fluid continuum with voids, in order to make practical the use of this code in
multi-dimensional debris modeling applications. The following paragraphs outline briefly the
formulation and implementation of a mixture theory based model for debris cloud simulation. This model
has been coded (as a user-defined, history dependent equation of state) in a Cray (UNICOS) version of
DYNA2D. The model is currently implemented in an isothermal, hydrodynamic form, although
extension to include non-isothermal and deviatoric stress effects is possible. For a discussion of mixture
theory concepts, see Drumheller and Bedford (1980).

Consider a solid or fluid continuum with voids, described by a bulk density p, a true density y, a void
fraction 0, a bulk pressure P, and a true pressure Ps. The parameters y and Ps represent the
thermodynamic state of the material of interest, while the parameters P and p are corresponding average
values for a Lagrangian finite element of fixed mass M and variable volume V. The preceding parameters
are related by

P = (1-0) Ps ; P = (1-0),y ; p = M/V ; Ps = Ps (y) (la,b,c,d)

where the expression (1d) represents the true isothermal equation of state for the material of interest. The
history dependent element equation of state which is required for the Lagrangian finite element code has
the functional form

P = P (,, 4,) (2)

In order to define the element state an additional equation is needed for 0. Consistent with Drumheller's
(1987) work on hypervelocity impact of mixtures, a rate equation will be employed here. The rate
equation may be formulated with the aid of the general isothermal entropy inequality (Malvern, 1969)

- ' + (1/p) trlTD] > 0 (3)

where TP is the Helmholtz free energy density, T is the Cauchy stress tensor, D is the rate of deformation
tensor, and "tr" is the trace operator. Considering only volumetric deformation, let

T =-PI ; tr(D)=-p/p (4a,b)

where I is the identity tensor. The entropy inequality then reduces to

- V + (P/P) [9/P1 ->0 (5a)

Using equations (1) and the conventional free energy density assumption TF = 4P(y), the inequality (5a)
reduces to

[1(i0)P/p 2 _ ahpial] 7, (py/p2 ) 4 _ 0 (5b)

If a rate law is assumed fort, as previously discussed, this implies constitutive relations of a general
functional form

a•/'ay = (I -0)P/p 2 ; py = [P,/p2] ; py/p2 = Ps/p ; (1-0)P/p 2 = Ps/y2 (6a,b & 7a,b)

where the brackets in equation (6b) indicate functional dependence. Numerical implementation in
DYNA2D of the mixture model just described assumed the following particular functional form for
equation (6a)
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Ps = c 1i+ c2 max(t,O)+ c3 A 2 + (c4 + c5 .t +c 6 A 2 ) E ; t = (,yo) - 1 (8a,b)

where the parameters ci (i=1,2,...6) are constants, E is the internal energy, and yo is the reference density.

Consistent with the derived entropy inequality, the void fraction evolution equation was taken as

4 =- ta(,p)21 ( P/(- )p] (8c)

where a is a constant which determines the rate of change of the void fraction in response to imposed
pressure or deformation. The case ax = 0 represents a constant void fraction, whereas for the "shifting
equilibrium" case (Bowen, 1982) represented by ax -- -0 the void fraction adjusts instantaneously to
changes in the bulk density. The latter case is representative of classical porous media models. A total of
fourteen FORTRAN routines were added to DYNA2D or modified from their basic DYNA2D form in
order to incorporate the mixture model just discussed into that code.

MODEL TRANSLATION PROCEDURE

The Eulerian-to-Lagrangian and Lagrangian-to-Eulerian model conversions used here require proper
translation of mass, void fraction, and velocity distributions. Certain aspects of the model translation
process warrant elaboration.

In the Eulerian-to-Lagrangian (CTH to DYNA2D) model translation process, each Eulerian cell is
mapped to a Lagrangian finite element of the same size and geometry. Of course this exact geometric
correspondence holds only at the start of the Lagrangian calculation, since the finite elements move and
deform during the simulation, while the Eulerian cells are space fixed. The true density and void fraction
for each cell at the end of the Eulerian simulation are assigned directly to a corresponding Lagrangian
finite element. Translation of the velocity data is complicated slightly by the fact that the finite difference
scheme used in CTH provides velocity data at the midpoints of the cell boundaries, while the finite
element scheme in DYNA2D requires initial conditions data at nodal points corresponding to the Eulerian
cell comers. Hence the following formulas were used to assign the initial Lagrangian nodal velocities

vx 01and Vy at the point located by the position coordinates x and y :

\ [wx~ vx + wx Vxd ] /[ wx + wx I (9a)

Vy (ij) =[Wx(ii-1)v10) +W (i-l j) (i~j) VyxiW-) +/W (i-1 ) (gal)

Vy = [ Wy Vy + w y Wy + wy i (9b)

(i~j) (ij)
where the vx and vy are the Eulerian velocity data, the superscripts (i), (j), and (ij) denote logical
(index) coordinates in the CTH mesh (McGlaun et aW., 1990), and

(i~j) 0(i-ld) (ii) (ii) W ~~-1) (i i)
wx = (1/2) [ m +m I ; Wy = (1/2)[ m m I (9cd)

with mi0j) denoting the mass in cell (ij). The weighting factors w. and wy are appropriate for
the uniform mesh used here, and are required in order to account for spatial variations in the true density
and void fraction.

In the Lagrangian-to-Eulerian (DYNA2D to CTH) model translation process, one or two mass insertion
packages for each finite element are written to the CTH input file. Triangular elements require one
insertion package while quadrilateral elements require two, one for each of two triangular parts into which
the quadrilateral is bisected. (The DCT2D routines provide an option for the use of either quadrilateral or
triangular finite elements.) The material in each insertion package is assigned a velocity equal to the
average of the associated nodal velocities, and a density equal to the true density of the solid material in
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the associated finite element. The latter quantity is calculated using the element void fraction, which is
maintained as a history variable in the Lagrangian simulation. Each triangular insert package is located in
space as follows. First the coordinates of the centroid of the triangular insertion package (Xc,Yc) are

calculated from the associated nodal coordinates at the end of the Lagrangian simulation(Xi,Yi). Then the
coordinates of the corners of the triangular insertion package (xi,yi) are calculated using the formulas:

xi= c Xi +(-c)Xc ; Yi=cYi+( 1-C) Yc ; c=( -)1/2 ; iE {1,2,3) (10a,b,c)

The mapping of equations (10) represents a uniform dilatation, as seen in the element cross section, and
was adopted in order to conserve both mass and true density in the model translation process. A
subdivision of quadrilateral elements into two triangles is employed in the Lagrangian-to-Eulerian model
translation process, so that in the case of radial symmetry the centroidal (cross section) coordinates of the
element subdivisions and their associated insertion packages are identical.

MULTI-PLATE SPACE DEBRIS SHIELDING

This section describes a representative multi-plate shield impact modeling problem, simulated using the
coordinated Eulerian-Lagrangian approach previously outlined. Parameters of the simulations are listed in
Table 1. The problem involves normal impact of a 0.32 cm diameter sphere on a series of four bumper
plates of thickness 0.0102 cm, followed by a wall of thickness 0.079 cm (Fig. lb). The plate-to-plate
and plate-to-wall spacing was 2.54 cm. The corresponding experiment is described by Cour-Palais and
Crews (1990).

The CTH simulations were performed using the same mesh density, boundary conditions, and other
modeling options previously discussed. The DYNA2D simulations were performed using models
composed of up to 6,944 finite elements. The debris cloud was modeled as an isotropic, elastic-plastic
hydrodynamic material (aluminum) with voids, and the following material properties: shear modulus =
0.250 g/(cm-psec2), bulk modulus = 6.52 x 1l0g/(cm-lgsec2), yield strength = 3.45 x 10-3g/(cm-l.sec2),

plastic hardening modulus = 6.67 x 10-2g/(cm-gtsec 2), and values of a over the range 10-1 <a < 10+3

(tsec/cm2) as indicated in Table 1. Variations in the parameter a were considered in order to investigate
the results on the simulations. Analyses to date indicate that the results are insensitive to the choice of
values for ox, although numerical stability requirements appear to place an upper limit on allowable
values for ax in the explicit DYNA2D code.

The following paragraphs briefly outline the series of nine Eulerian and Lagrangian simulations required
to model perforation of all four shields and impact on the protected structure. The simulations are referred
to by the codes listed in the first column of Table 1. The total required CPU time was 18.8 hours, for a
simulation time of 20.8 microseconds.

The first CTH simulation ("plate #1" in Table 1) modeled perforation of the the first shield plate (Fig.
3a). Figure 3b shows a mass density plot at 1.5 microseconds after impact. At that time the CTH
simulation was terminated and a DYNA2D model of the debris cloud was generated (Fig. 3c). This model
("debris #1" in Table 1) was used to simulate motion of the debris cloud towards the second plate,
requiring a simulation time of 2.4 microseconds. The state of the debris cloud at 3.9 microseconds after
impact, i.e. at the end of this Lagrangian simulation, is shown in Fig. 3d. At this point the results of the
Lagrangian calculation were used to generate a new Eulerian model of impact on the second plate (Fig.
3e).

The results of the second CTH simulation ("plate #2" in Table 1) are shown in Fig. 3f, a mass density
plot at 5.5 microseconds after impact on the first shield. Comparison of the debris cloud models at the
end of the first Lagrangian simulation (Fig. 3d) and the start of the second Eulerian simulation (Fig. 3e)
illustrates the model translation process. Note that in the interest of reducing CPU time requirements,
some of the widely dispersed debris present at the end of the first DYNA2D simulation (Fig. 3d) is
neglected in the Lagrangian-to-Eulerian remap. CTH simulation of the second shield impact was followed
by a second Lagrangian simulation of debris cloud evolution towards the third shield ("debris #2" in Table
1). As indicated in Table I, this sequence of calculations was repeated to proceed through the entire multi-
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plate structure. To reduce CPU time requirements, only the central core of the debris cloud was
propagated towards the wall plate. That is debris subject to wide radial dispersion was dropped from the
simulation during the Eulerian-to-Lagrangian or Lagrangian-to-Eulerian rezones. No Lagrangian-to-
Lagrangian rezones were required to complete the analysis.

Final simulation of debris cloud impact on the wall structure is depicted in Fig. 4, which shows a mass
density plot at 20.8 microseconds after initial impact on the first shield. As indicated by the plot in Fig.
4, the predicted result is a hole in the protected structure with an approximate diameter of 0.16 cm. This
compares favorably with the experimental result of a torn wall plate, with damage dimensions
approximately 0.2 cm x 0.5 cm (Cour-Palais and Crews, 1990).

Simulation Simulation Start time End time CPU time pha maximum, Number of
title type (micro- (micro- (seconds) (micro- element Eulerian or

E=Eulerian seconds) seconds) Cray seconds per void Lagrangian
L=Lagrangian Y-MP/864 cm squared) fraction zonec

(%)

plate #1 E 0.0 1.5 2,913 - - 250 x 500
debris #1 L 1.5 3.9 7,481 0.1 99 2,423
plate #2 E 3.9 5.9 6,249 - - 250 x 500
debris #2 L 5.9 8.3 8,168 1000.0 98 6,944
plate #3 E 8.3 10.1 5,860 - - 250 x 750
debris #3 L 10.1 12.1 10,360 1.0 99 6,510
plate #4 E 12.1 14.8 8,676 - - 250 x 750
debris #4 L 14.8 17.8 11.850 1.0 99 4,462
wall plate E 17.8 20.8 6 35 - - 250 x 750

Table 1. Simulation parameters: mul,; nlate shield impact problem

CONCLUSIONS

A number of analytical models have been developed for projectile impact on Whipple shields (see e.g.
Grady and Passman, 1990). These models typically adopt a number of very basic assumptions regarding
the debris cloud shape, mass distribution, velocity distribution, and other properties. These assumptions
have been motivated in part by difficulties experienced in modeling debris cloud evolution with Eulerian
hydrocodes. The modeling methodology presented here avoids both the major assumptions of analytical
models and mass dispersion problems which may be encountered with purely Eulerian simulations.

The results presented here suggest two conclusions regarding the use of a combined Eulerian-Lagrangian
hydrocode modeling approach to space debris shield design :

(1) Mixture theory based models for solid and fluid materials with voids provide a suitable
means for extending the use of Lagrangian hydrocodes to multidimensional debris cloud modeling
problems.

(2) Lagrangian debris cloud models can offer acceptable CPU time requirements for direct
computer simulation of multi-plate impact experiments, at least in two dimensions, while requiring
minimal user intervention in the simulation.

Future work can profitably focus on two areas. First, additional simulation work is needed, to further
critique the modeling methodology used here against a range of hypervelocity impact experiments. Of
particular importance is the effect of variations in material properties and constitutive equations on model
predictions at various impact velocities. Second, additional software development work is needed to
provide the capability for three dimensional simulation of oblique impact effects on proposed space debris
shield designs. Extension of the modeling approach presented here to three dimensions is direct, and well
motivated by the extremely large computer time requirements of three dimensional Eulerian hydrocode
simulations.
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APPENDIX

This appendix provides a detailed description of the structure and use of the software written to link CTH
and DYNA2D. The general analysis procedure is represented by the flow charts shown in Figures A-1
through A-3. As presently formulated, the procedure models two-dimensional (axisymmetric) impact of
like materials. Mass, kinetic energy, void fraction, and density are conserved in Eulerian-to-Lagrangian or
Lagrangian-to-Eulerian translations of debris cloud data. Thermal energy is discarded. Generalization of
this analysis procedure is possible, given additional development work.

A typical impact simulation proceeds as follows. A standard Eulerian model of the projectile impact on
the first debris shield is formulated using CTH (Fig. A-i). Geometry, material properties, initial
velocities, and other input data are specified in the input file dccth. The simulation is halted after
perforation of the plate and initial formation of the debris cloud, but before the bulk debris cloud density
is reduced to a level at which the Eulerian mesh density becomes inadequate. The output file (rscth) from
the CTH simulation is then input to the post-processor CTHED. The standard CTH post-processor
CTHED is then used to write an output data file which describes the state (mass, velocity, etc.) of all
Eulerian cells in a rectangular region of space behind the shield. (The user selects the region of space
containing the debris which must be propagated to the next shield, by viewing the CTH simulation
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results.) The mass, velocity, and pressure distribution in the debris cloud is contained in the post-
processor output file dcout.

Next (Fig. A-I) the routines dclinkf and dcg2df are used to generate a Lagrangian model of the debris
cloud (dcdyna), given the Eulerian simulation results (dcout) and the geometry, material, and control
data contained in the user input files dcg2d.inp and dcbase. Specifically, the output data file dcout,
which is quite extensive and is written in a specific CTHED format, is read and screened by dclinkf,
which writes an output data file dclink.out that contains only the position, mass, velocity, void fraction,
and other data needed to construct the Lagrangian finite element mesh with appropriate initial conditions.
Then the program dcg2df is invoked, which reads the data file dclink.out and performs the following
three functions:

(1) Defines the nodes, elements, element connectivities, and initial velocities for the Lagrangian
finite element mesh used to model the debris cloud. Initial velocities are assigned to the finite element
nodes based on interpolation of the CTH cell velocity data. The user may choose to delete all element
interconnections, essentially simulating the debris cloud as a collection of noninteracting deforming
elements ("fragments") with voids (Fig. A-2). The use of this option, well suited to many hypervelocity
problems, is illustrated in the example simulations discussed in the text.

(2) Screens the preliminary finite element mesh to identify and delete all elements with void
space percentages above a user-specified level. This necessitates a somewhat complex renumbering of
nodes and elements to satisfy DYNA2D input format requirements. This step is important to avoid the
inclusion of very low mass, high void space elements which may greatly slow the computation while
representing very little debris mass. The preceding results are written to dcg2d.out in a format suitable
for direct inclusion in a DYNA2D input file.

(3) Defines the initial void space associated with each finite element in the Lagrangian model,
writing the results to rvl2d.dat which becomes an auxiliary input data file for the DYNA2D code.
Combined with the new constitutive modeling routines previously discussed, this procedure provides a
mass and kinetic energy consistent interface between the CTH and DYNA2D codes without requiring that
each debris particle be explicitly modeled by the Lagrangian mesh. Such a requirement would in general
be impractical from both a model generation and CPU time consumption point of view.

The output file dcg2d.oul is appended to a short user-prepared control file dcdata (written in a DYNA2D
specified format) which provides standard information on material properties, time step size, etc. needed
to perform the Lagrangian simulation. The resulting file dcdyna is input to an augmented version of the
Lagrangian code DYNA2D (Fig. A-3), which incorporates a mixture equation of state for a continuum
with voids, as well as a void fraction evolution equation. The auxiliary input file rvl2d.dat created by
dcg2df is required to properly initialize the DYNA2D calculation. A Lagrangian simulation is then used
to propagate the debris to the next shield. An auxiliary output file dcrez.dat is created by the modified
version of DYNA2D for use in initializing the next Eulerian shield impact calculation.

The results of the Lagrangian simulation of the debris cloud evolution (dcrez.dat) are input to the routine
dcrezf (Fig. A-3), to develop an Eulerian description of the debris cloud impacting the next shield. The
routine dcrezf also requires as input certain geometry, mesh connectivity, and mass distribution data
contained in the files dcrez.inp, rvl2d.dat, and dcg2d.out, the latter two having been previously
generated by dcg2df. The output from dcrezf, contained in the file dcrez.out, is combined directly with
standard CTH specified geometry, material, and control data (dccth.1 and dccth.2) describing the next
shield (or wall) impact calculation to be performed. The resulting CTH input file (dccth) is used to
initiate a repeat cycle of calculations.

In some cases, one or more rezones of the Lagrangian mesh may be required to propagate the debris
between two adjacent shields. In this case (Fig. A-3), the file dccih is created as previously discussed, but
without a new shield model, and then input to the CTH pre-processor CTHGEN. The resulting output
file (rscth) is then processed as previously described in order to create a rezoned Lagrangian model. This
f agrangian rezone procedure is well suited to mixture theory based debris models, although a special
(direct) rezone routine could be written for this purpose. Note that the standard DYNA2D rezoner cannot
be used in this case, due to the presence of void space in the Lagrangian finite elements. In any case,
conventional Lagrangian rezone procedures are ill-suited to this application, due to the extremely complex
geometry of the debris clouds.

In summary, the programs DCT2D and DCA2D provide a highly automated coupling of CTH and
DYNA2D for use in debris cloud modeling problems.
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ABSTRACT

A planar model of a rocket motor has been developed that allows reaction in a central bore perforated by a
projectile to be viewed with high-speed photography. Earlier work with this model showed that a "bubble" of
propellant debris forms in the air gap between energetic material layers (bore region) as a result of projectile
penetration of one of the layers. Ignition of the bubble occurs upon impact with the second layer, followed by
a reaction ranging from mild burning to delayed detonation, depending on the width of the air gap, properties of
the energetic material, and degree of confinement. The present paper presents the results of experimental and
hydrocode studies to characterize the latter (delayed detonation) reaction. Results show that reaction initiates
in the frontal portion of the bubble wall through mechanical (impact) shock. It then propagates backward
through the bubble wall towards the first layer which then detonates. Detonation of the second layer occurs
sympathetically. The reaction is bounded by a lower velocity limit and confined within a range of air gaps that
increases with impact velocity. The upper-air-gap limit roughly coincides with the maximum expansion
distance for the bubble before breakup, while the lower limit represents the minimum (threshold) damage level
for detonation.

INTRODUCTION

Projectile impact at sufficient velocity against energetic material (propellant or explosive) can cause the
material to detonate (Mellor et al., 1988). Detonation may occur almost immediately on contact (prompt
detonation) or at a later time (delayed detonation).

Prompt detonation can be explained in terms of the so-called shock-to-detonation transition (SDT). Delayed
detonation is any detonation occurring after the time for prompt detonation. One type of delayed detonation
involves the deflagration-to-detonation transition (DDT). An initial burning reaction increases the pressure in
a porous bed of energetic material. Increased pressure "feeds" the reaction. In the presence of sufficient
confinement, transition to detonation occurs. Another type of delayed detonation has been termed unknown-
mechanism-to-detonation transition (XDT). XDT involves recompression of impact-damaged material,
although, as the name implies, the exact mechanism is not clear (Mellor et al., 1988).

There has been a renewed interest in XDT reactions as a result of some recent bullet impact tests of cylindrical
rocket motor sections containing center bores. In these tests, XDT reactions were observed for impacts
through the bore center under certain conditions. Initiation occurred in the rear portion of the web (i.e.,
opposite from the impact side) during projectile penetration of that region. Reaction was attributed to
propellant damaged as a result of stress wave interactions (Nouguez et al., 1989).

Because of the direct relationship between damage and reaction sensitivity, there has also been a large interest
in failure processes in energetic materials, particularly under dynamic loading conditions. Recently, a
comprehensive study of damage processes in an explosive simulant impacted by cylindrical projectiles was
conducted (Yuan et al., 1992a, b, c). Fragmentation was induced by impacting planar targets at sufficiently
high velocities so that a cloud of debris (i.e., debris bubble) was ejected from the rear surface. Fragmentation
characterizations were made as a function of both impact velocity and layer thickness.

In experiments similar to those conducted by Yuan el al. (1992a. b, c), we have observed a type of XDT reaction
resulting from impact of an energetic material debris bubble on a layer of •ithei inert or energetic material. The
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purpose of the present paper is to present experimental and hydrocode studies that we have performed to
characterize this delayed detonation phenomenon.

EXPERIMENTAL STUDIES

Experimental Arrangement

Planar Rocket Motor Test Model. Our interest in impact-induced detonation phenomena is related primarily to
the prevention of bullet or fragment initiation of propellant in solid rocket motors. The study of detonation
phenomena in rocket motors is complicated by the fact that the initiating processes are hidden within the
cylindrical case. A planar rocket motor test model has been developed as an aid in the visualization of these
processes (Finnegan et al., 1990).

The planar model consists of a steel plate, a layer of propellant, an air gap, a second layer of propellant, and a
second steel plate, as shown in Fig. 1. The air gap simulates an inner bore in the rocket motor. A spherical
steel projectile impacts the target perpendicular to the plates and layers. The plates can be omitted and tests run
against bare propellant. Also, the second plate and layer can be omitted to produce an infinite air gap The
addition of transparent Plexiglas sidewalls provides a degree of lateral confinement. The open architecture
allows impact and reaction events in the air gap to be recorded photographically.

STEEL
SPH'ERE

AIR GAP

Fig. 1. Planar rocket motor test

PROPELLANT STEEL model.
1ST LAYER 2ND PLATE

STEEL PROPELLANT
PLATE LAYER

TargetlProjectile Parameters. Energetic materials used in the present study included two nonmetallized, high-
energy, nitramine propellants (called HEP-1 and HEP-2) and an explosive (Composition B). An inert
propellant simulant was also used as second layer material, in a few tests. Mechanical properties for these
materials are listed in Table 1. Cover plate materials consisted of either hardened (370 BHN) or mild (95 BHN)
steel. Energetic material layer and cover plate thicknesses were 38.1 and 1.59 amm, respectively. Fast-setting
urethane adhesive (Hardman Inc, Belleville, NJ) was used to bond the two together. The air gap was varied
between 12.7 mm and "infinity". Projectiles were 19.0-mm-diameter mild steel spheres or ogival-nosed
cylinders. Tests of Composition B were included to examine the influence of material brittleness on detonation
behavior, while tests of ogival projectiles were done to determine the effects of nose geometry.

Table 1. Uniaxial tensile properties of energetic and simulant materials.

Initial Young's
Test Material Density, p Stress, O Strain, E Modulus, E

g/cm 3  MPca %b GPa
Simulant 1.73 0.67c 30 0.00401

IIEP-I 1.61 0.46c 43 0.00182
HEP-2 1.70 0.39c 327 0.00184

Comp B 1.71 1.43d 0.015 11.69
0 Engineering maximum. c Test rate 2 in/min.
b At maximum stress. d Test rate 0.05 in/min.
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Projectile LauncherlPhotographic Setup. Saboted projectiles were fired from a 20 mm smooth-bore gun.
Sabots for spherical projectiles were designed to separate from the projectile during flight and were stopped by
a stripper plate. Sabots for ogival projectiles were rigidly attached to provide greater stability during flight and
target penetration. In-flight velocities were measured using a Photec high-speed camera running at 16,000
frames/s in conjunction with a backlighting system consisting of an array of flash lamps and a diffusing
screen. Impact processes and propellant reactions were observed using a Fastax high-speed camera running at
32,000 frames/s along with a separate, similar backlighting system. Launch velocities ranged from 500-1,250
m/s.

Experimental Results

Bubble Breakup Elongation Measurements. Bubble breakup elongation estimates were obtained from the high-
speed photographs by noting the film frame at which "feathering" of the edge of the bubble first occurs. These
estimates, listed in Table 2, probably represent upper bounds to the actual breakup elongations. A high-speed
photographic sequence showing the expansion and breakup of a debris bubble in an infinite air gap, is seen in
Fig. 2. (Sequence runs from top to bottom and left to right.)

Table 2. Summary of experimentally-measured debris bubble breakup elongations.

Propellant Impact Bubble Bubble Breakup
Cover Propellant Layer Projectile Velocity, Velocity, Elongation,
Plate" Type Thickness, m/s m/s tmb

mm

steelc HEMP- 25.4 sphere 1189 905 53.3
steelc HEP-1 34.9 sphere 1177 897 63.5
steeld HEP-2 38.1 sphere 706 473 53.3
steeld HEP-2 38.1 sphere 820 561 66.0
steeld HEP-2 38.1 sphere 1007 673 81.3
steeld HEP-2 38.1 sphere 1233 791 88.9
none HEP-2 38.1 sphere 978 718 55.9
none HEP-2 38.1 sphere 1171 938 63.5

a 1.59 mm thickness. c 95 BHN hardness.
b Measured normal to propellant layer, d 370 BHN hardness.

from exit side to front of bubble.

Fig. 2. Photographic
sequence of sphere/
planar model impact at
1233 m/s. (29 gs
interframe time) Planar
model configuration:

h1ard steel, HEP-2.4 infinite air gap.

Delayed Detonation Limit Measurements. Delayed detonation limits were established by testing through a
range of air gaps and impact velocities. Testing of HEP-1 and Composition B was limited to a single impact
velocity, projectile shape and target condition, while testing of HEP-2 was more extensive. A total of 30 tests
were run, the results of which are summarized in Table 3.
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Table 3. Summary of delayed detonation reaction tests.

Ist ist Air 2nd 2nd Projec Impact Bubble
Steel Prop. Gap, Prop. Steel Vel., Vel., Reaction

Platea LAyer MM lAyer Pbltea tileb m/s m/s

hard IIFP-I 12.7 3 11i-l hard sphere 1163 C delayed detonation
hard tllt-1 25.4 HEP -I mild sphere 1210 C delayed detonation
hard IIF-I 38.1 IIh?-I mild sphere 1216 c slight burning
mild IilP-! 38.1 IIP-1 mild sphere 1174 C slight burning
mild 111.-1 3 8 . 1d HEP-1 mild sphere 1219 737 mild burning
mild IIEPT-1 5 0 .8d IiFP-l mild sphere 1221 731 mild burning
mild lipFPle 7 6 .2 d 110F-I mild sphere 1177 897 moderate burning
none iIEP-2 25.4 1Ie-2 none sphere 818 560 delayed detonation
none IIEP-2 38.1 HEP-2 none sphere 829 576 delayed detonation
none 11iF-2 50.8 UIEP-2 none sphere 870 631 slight burning
none IIFP-2 38.1 tlEP-2 none sphere 1234 916 delayed detonation
none 1-EP-2 50.8 IIEP-2 none sphere 1192 903 slight burning
none l11P-2 25.4 tIFY-2 none ogive 1201 C delayed detonation
none IIEP-2 38.1 1tI'F-2 none ogive 1172 1082 slight burning
hard fle-2 31.8 IJFP-2 hard sphere 534 283 delayed detonation
hard IIEP-2 38.1 HEP-2 hard sphere 523 269 delayed detonation
hard IIE-2 44.4 HEP-2 hard sphere 552 318 very slight burning
hard IIFP-2 12.7 IIEP-2 hard sphere 628 C none visible
hard IIFP-2 25.4 HEP-2 hard sphere 646 376 none visible
hard 11-3l-2 38.1 i t-31P-2 hard sphere 674 404 delayed detonation
hard tIEP-2 50.8 1tFP-2 hard sphere 785 498 very slight burning
hard II3P-2 50.8 IIFP-2 hard sphere 1011 605 delayed detonation
hard I1e-2 63.5 tIFP-2 hard sphere 1042 648 delayed detonation
hard IIEP-2f 2 5 .4 d simulant hard sphere 1153 C moderate burning
hard IIEP-2f 3 8 .1 d simulant hard sphere 1182 C delayed detonation
hard IIEP-2f 5 0 .8d HEP-2( hard sphere 1186 700 delayed detonation
hard IIEP-2f 6 3.5d IlP11-2f hard sphere 1209 c delayed detonation
hard iIEP-2f 7 6 .2 d |IEP-2f hard sphere 1263 769 moderate burning
hard Comp B 25.4 Comp B mild sphere 1211 C delayed detonation
hard Comp B 50.8 Comp B mild sphere 1206 717 slight burning

a 1.59 mm, 95 BIN (mild) or 370 BHN (hard) steel. d Confined with Mexiglas sidewalls.
b Sphere mass: 28.2 g. Ogive mass: -40 g. e 34.9 mm thickness.
c Velocity could not be measured. f Propellant contained numerous large voids.

Bubble Breakup Elongation/Delayed Detonation Limit Comparison. A comparison of measured bubble
breakup elongations with uppcr-air-gap detonation limits (i.e., average of largest air gap for detonation and
smallest for burning) is shown in Table 4. In all cases, detonation limits are considerably lower than measured
breakup elongations. As mentioned, measured estimates of breakup elongation represent upper bounds to the
actual breakup elongations.

Table 4. Comparison of detonation limits with experimentally-
measured bubble breakup elongations.

Detonation Bubble Breakup
Projectilea Target Configuration Umit, mmb Elongation, mmc

sphere coveed IlEp-ld 31.8 63.5
sphere covered tlEP-2 69.9 88.9
sphere covered Comp B 38.1 e
sphere bare IIEP-2 44.4 63.5
ogive bare tIEP-2 31.8 e

a Impact velocity approximately 1200 m/s.
b Average of largest air gap for detonation and smallest for burning.
C Measured normal to propellant layer, from exit side to front of bubble.
d 34.9 mm thickness.
e Not measured.

The lower detonation limits for HEP-I and Composition B as compared to HEP-2 are consistent with the
smaller breakup elongations expected for less tough materials (Grady and Passman, 1990). The lower
detonation limit for an ogival projectile as compared to a spherical one reflects the lower penetration resistance
for this nose shape that allows easier penetration of the bubble wall.
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Delayed Detonation Limit Map For HEP-2 Propellant. Although most of the effort was directed towards
determining upper (air gap) limits for the delayed detonation reaction, sufficient tests were conducted on HEP-2
to allow lower limits to be established also. Establishing a lower limit was relatively straightforward at the
lower impact velocities. At the highest impact velocities, the process was complicated by the onset of a
second delayed detonation reaction that initiated at the smaller air gaps (Finnegan et al., 1992). Fortunately,
the much longer delay times for the second reaction allowed the two reactions to be separated.

Combining upper and lower limit data allows a more complete boundary map to be constructed for the delayed
detonation reaction in this propellant, as shown in Fig. 3. (Individual test results, rather than average limit
values, were used for Fig. 3.) An interesting feature is the apparent invariance of the lower limit within this
velocity range. The reason for this invariance was not established, although it may be the result of
experimental limitations considering the small amount and limited accuracy of these data.

Delayed Detonation Mechanistic Study. Based on initial tests, a mechanism for delayed detonation was
proposed involving initiation at the front of the bubble upon impact with the second propellant layer and
propagation of a reaction backwards through the bubble to the first layer. The evidence for this mechanism was
indirect, consisting of high-speed photographs showing ignition beginning at the point of impact of the
bubble on the second propellant layer and showing the first propellant layer detonating ahead of the second. In
recent tests, a number of photographs were obtained showing the reaction front at various locations within the
air gap. One example is shown in Fig. 4. In Fig. 4 (top), the bubble has not yet impacted the second layer. In
Fig. 4 (bottom), which was taken about 9 g±s after impact with the second layer, the reaction, as indicated by the
products boundary (dashed for clarity), has almost crossed the air gap. (The projectile is traveling from left to
right. The lower part of the boundary is not visible due to light reflection from the base.)

100-
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IMPACT VELOCITY, rns
Fig. 3. Upper- and lower-air-gap detonation limits as a Fig. 4. Photographs showing propagating
function of impact velocity for covered HEP-2 delayed detonation.
propellant

Evidence for detonation of the main propellant layers was provided by velocity measurements of cover plate
fragments and, for the test involving Composition B, by a comparison with the theoretical Gurney velocity
(Table 5). The Gurney velocity was calculated from data contained in a report by Henry (1967). (A discussion
of the Gurney relationship is contained in a report by Stronge et al. (1989)). For Composition B, the Gurney
velocity agrees quite well with exit-side (second layer) velocities, but is lower than impact-side values. The
reason for the much higher impact-side fragment velocities, compared to exit-side values, for HEP-2 was not
established. Jensen et al. (1981) have shown that blast overpressures from XDT reactions are, on average,
higher than for SDT. This increase in reaction violence has been attributed to collision of detonation waves
from adjacent hot spots (Dienes, 1986). It is possible that reaction of the more-heavily-damaged first layer
involves XDT, while detonation of the second layer (which appears to occur sympathetically from experimental
data) involves SDT, in this case.

Table 5. Cover plate fragment velocity comparison.
Energetic Impact Vel., Ist Plate Vel., 2nd Plate Vel., Gumey Vel.,
Material mls rn/s M/s MrS
HEP-2 1200a 44001 28002 b

Comp. B 1211 >3470 3256 3219
a Average for several tests.
b Not calculated.



Tests of covered HEP-2 propellant at lower impact velocities provided some significant information regarding
the initiation mechanism responsible for the delayed detonation process. At impact velocities below about
900 m/s, there was virtually no visible propellant reaction in the absence of detonation. The absence of
surface combustion processes during the initial bubble impact stage demonstrated that these processes were not
responsible for the detonation reaction. Tjiese differences are illustrated in three high-speed photographic
sequences, shown in Fig. 5-7. of tests at similar impact velocities but for air gaps below, within, and above the
detonation regime. In these three sequences, the only visible reaction, other than the one associated with the
detonation process, in Fig. 6, is the slight "puff" of reaction seen in propellant debris emanating from within
the penetration cavity on the impact side in Fig. 7. This reaction, seen at even lower impact velocities, is
associated with impacts of fragmented bubble debris. This impact condition typically results in a reaction that
propagates backward through the center of the remaining incoming material (Finnegan et al., 1990). That the
debris bubble was fragmented for this test can be seen by an inspection of the bubble impact pattern on the
inner surface of the second propellant layer (Fig. 8 - lower right side). The pockmarked pattern of that surface
is characteristic of an impact involving fragmented bubble material, while the circular crater with the
concentric, ring-like surface morphology (Fig. 8 upper right side) is characteristic of one involving an
unbroken bubble.

Fig. 5. Photographic
sequence of sphere/
planar model impact at
646 m/s. (28 gs
interframe time) Planar
model configuration:
hard steel, HEP-2, 25.4
mm air gap, HEP-2, hard
steel.

Fig. 6. Photographic
sequence of sphere/
planar nmodel impact at
674 m/s. (29 lIs DETONATION
interframe time) Planar
model configuration:
hard steel, HEP-2, 38.1
mm air gap, HEP-2, hard

steel.
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Fig. 7. Photographic
sequence of sphere/
planar model impact at
785 m/s. (28 g~s
interframe time) Planar
model configuration-

MIFF-hard steel, HEP-2, 50.8
mm air gap, HEP-2, hard
steel.

Fig. 8. Postmortem photographs of inner
surfaces of front (left) and rear (right)
propellant layers for tests shown in Fig. 5
(upper) and 7 (lower).

The ring-like crater pattern produced by the unbroken bubble results from contact surface jetting during impact
(Lazari and AI-Hassani, 1986). The wave-like interfacial structure created by this process (responsible for the
crater pattern) has been studied extensively in explosive welding and a number of theories have been advanced
to explain it (EI-Sobky, 1983). An interesting feature of this wavy interface is the frequent association of shear
deformations/fractures with the wave tips. This phenomenon, observed frequently in both explosively welded
and ballistically impacted metals (Salam and AI-Hassani, 1981, and Finnegan et al., 1987). was noticed in both
crater and bubble fragments from some of the propellant tests. An illustrative sketch of the interfacial wave and
shear patterns found along the debris bubble/second layer contact surface is shown in Fig. 9.

COVER PLATE

WAVY PROPELLANT

LAYER
FRACTURE _

AT •
WAVE TIP

UNBROKEN
DEBRIS POETL
BUBBLE \"---/AIR GAP

PENETATIONFig. 9. Sketch of debris
bubble/propellant layer impact
interface showing interfacial wave
structure and shear fracture system.

IMPCT
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The presence of this impact jetting pattern suggested a method for determining the initiation stimulus for the
detonation reaction found at the larger air gaps. Briefly, a minimum angle between two colliding bodies is
required to initiate jetting, hence a wavy interface. Above the minimum, wave amplitude and period both
increase with angle. For axially-symmetric impacts of curved and planar surfaces, where the collision angle
increases continuously with time, wave size will be a maximum near the crater edge. Since shear length
increases roughly with wave size (Finnegan et al., 1987), maximum shearing should also occur in that region as
shown in Fig. 9. By using a concave-curved impact surface shaped to match that of the bubble, the collision
angle everywhere is reduced below this minimum, preventing formation of the wavy interface and associated
shears. This shape also results in more uniform loading of the bubble wall. Conversely, using a convex-curved
impact surface of the same shape reverses these effects (i.e., minimizes the initial contact area while increases
shearing of the bubble wall by loading the bubble incrementally and by shifting the minimum angle for jetting
towards the center of the contact area).

Two similar-velocity impacts of debris bubbles on concave- and convex-curved surfaces were conducted to test
this idea. To reduce cost, impact surfaces were hemispherical in shape rather than shaped to match that of the
bubble, and were machined out of inert simulant rather than live propellant. The upper edge of the concave one
was rounded to match the edge of the bubble. Surfaces were identical in size; both were 50.8 mm in diameter.
The air gap for both was 34.9 mm (to point of impact). The impact velocity, for both, was the minimum for
which detonations were observed previously in HEP-2 propellant. The low impact velocity was chosen to
minimize the initial shock pressure, hence reduce the probability that detonation would occur for both impact
conditions. Results for these tests are summarized in Table 6 and also shown in Fig. 10 and 11.

Table 6. Summary of debris bubble/curved surface impact tests.

Ist Ist Air 2nd 2nd Impact Bubble
Steel Propellant Gap, Propellant Steel Proc- ct Velocity,Bubb

*ilb Velocity, Vlct. Reaction
Platea Layer nmn Layer Platea ile m/s m/s
hard tIEP-2 34.9 simulantc mild sphere 519 299 no visible reaction
hard ItFP-2 34.9 simulantd mild sphere 500 e delayed detonation

a 1.59 mm, 95 BIN (mild) or 370 BHN (hard) steel.
b Sphere mass: 28.2 g.
c 50.8-mm-diameter, convex-curved hemispherical impact surface.
d 50.8-mm-diameter, concave-curved hemispherical impact surface.
e Velocity could not be measured.

SFig. 10. Photographic
sequence for debris bubble
impact on convex-curved
surface. (28 gts interframe

'M~ tme)
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DETONATION

Fig. 11. Photographic
sequence for debris bubble
impact on concave-curved
surface. (28 gIs interframe
time)

As seen in the two high-speed photographic sequences (Fig. 10 and 11), impact against the concave surface
resulted in detonation, whereas impact against the convex surface resulted in no reaction. These tests indicate
that the reaction mechanism, in this case, is the initial shock entering the bubble rather than another
mechanical process. This explanation is consistent with observations indicating very short (<3 gIs) reaction
delay times after bubble impact. It also provides an explanation for the reaction observed with the ogival
projectile. Projectile shape is irrelevant in this situation as the pfojectile only serves to propel the bubble
across the air gap. This mechanism has been proposed by othe! investigators as an explanation for XDT
reactions (Green et al., 1985).

HYDROCODE STUDIES

Two hydrocode studies were conducted as part of the program. One, a study of debris bubble expansion and
breakup processes, was done using an Eulerian hydrocode, CSQ mI, developed at Sandia National Laboratories
(Thompson, 1979). The other, a study of bubble impact and reaction processes, was done using an Eulerian
hydrocode, SMERF, originally developed at the New Mexico Institute of Mining and Technology, Socorro, NM
(Libersky and Lundstrom, 1992).

CSQ III Hydrocode Study

As an aid to understanding the debris bubble expansion and breakup process, a parametric study was conducted
using an Eulerian hydrocode, CSQ III. An earlier version of this code, CSQ II, had been used successfully to
model debris bubble breakup processes in hypervelocity impacts (Grady and Passman, 1990). The study was
performed to establish the basic character of the debris bubble and to establish bubble breakup elongation
trends as a function of various target and impact parameters. The parameters that were varied included impact
velocity, propellant layer thickness, and plate material. Runs were made against "half targets" only; impact
against a second propellant layer was not considered.

Hydrocode Model of Debris Bubble ExpansionlBreakup Process. The output of each hydrocode run consisted of
a sequence of computer plots showing the deformed cross-sections of the projectile and target layers at constant
time intervals. Such a sequence, for a 38.1-mm-thick propellant layer with a 1.59-mm-thick steel cover plate
impacted by a 19.0-mm-diameter steel sphere at 1158 m/s, is shown in Fig. 12. At 30 vts the projectile has
perforated the plate and is penetrating through the propellant layer. By 60 gis a bubble has started to form at the
rear surface of this layer. The layer elongates and thins down and starts to fragment at some time prior to 150
ts. By 180 gis fragmentation is complete and the projectile has started to exit from the solution space. The

plots indicate that the debris bubble can be regarded as an expanding hollow shell, similar to those occurring in
hypervelocity impacts (Swift el al., 1970). The exterior shape closely matches that seen experimentally at
distances out to 75-100 mm (Finnegan et al., 1990).

From the computer plots, debris bubble elongation as a function of time and at breakup can be determined. A
series of debris bubble measurements, made from the hydrocode runs at the time of breakup, is contained in
Table 7. An examination of breakup elongation data in Table 7 shows that breakup elongation increases with
impact velocity, propellant layer thickness, and plate density.



Fig. 12. Hydrocode
plots for 19.0 mm steel
sphere impacting 38.1
mm propellant layer with
1.59 mm steel co'.,er
plate at 1158 m/s. (30

... .. . .. .us intervals)

Table 7. Summary of hydrocode-calculated debris bubble breakup elongations.
Propellant Bubble Breakup Bubble

Cover Platea Layer Projectileb Impac' Bubble Breakup
Thickness, Velocity. m/s Velocity, m/s Elongation. Thickness,

steel 12.7 sphere 1158 921 38.4 1.8
steel 25.4 sphere 1158 813 54.9 2.0
steel 38.1 sphere 1158 715 71.9 1.5
steel 38.1 sphere 975 584 60.5e 1.8
steel 38.1 sphere 1341 813 77.0 1.8
steel 38.1 sphere 1524 952 85.6e 1.3

aluminum 38.1 sphere li58 813 65.3 1.5
none 12.7 sphere 1158 1016 32.1 2.8
none 25.4 sphere 1158 908 44.7 2.3
none 38.1 sphere 1158 855 54.6 1.8
none 38.1 sphere 975 737 48.5 2.0
none 38.1 sphere 1341 991 57.8 1.5
none 38.1 sphere 1524 1124 57.8 2.0
none 38.1 ogive 1158 914 48.1 1.8

a 1.59 mm tnickness.
b 28.2 g. mass.
c Measured normal to propellant layer, from exit side to front of bubble.
d Measured 25.4 mm behind front of bubble.
l Estimated.

Debris Bubble Mechanics. It should be pointed out that the debris bubble is not a spall. A spall is the result of
tensile failure when a shock wave is reflected back, into the material as a rarefaction at a free surface. Bubble
formation in the present case is a much longer term process produced by the mechanical interaction of the
projectile with the propellant layer. This is clearly shown by the modeling results. Impedance matching can
be used to determine the initial shock pressure in the propellant (Jones, 1972). For a steel projectile impacting
at 1158 m/s, the shock pressures for several case materials are compared with breakup elongation values in
Table 8. It is apparent that there is no correlation, indicating that the initial shock is not responsible for
breakup of the bubble. Grady and Passman (1990) have postulated that breakup is the result ot instabilities that
develop on the bubble surface.

Table 8. Comparison of initial shock pressures in
propellant with bubble breakup elongations.

Breakup
Plate Pressure, Elongation,

Material paE ga

none 8.9 54.6
aluminum 9.9 65.3

steel 8.9 71.9
a Initial shock pressure in propellant from impact of steel

sphere at 1158 m/s.
b Measured normal to propellant layer, from exit side to

frort of bubble.
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ilydro'code/Fxperimental Bubble Breakup Elongation Comparison. A comparison of hydrocode-calculated
bubble breakup elongations with measured values (from Table 2) for different thicknesses of bare and covered
HEP-1 propellant is shown in Fig. 13. Agreement is quite good. A similar comparison for 38.1 mm slabs of
bare and covered HEP-2 propellant at different impact velocities is shown in in Fig. 14. Measured values for
this propellant are somewhat higher and differences between bare and covered material are larger than predicted.
Data trends for both targets are about the same as predicted ones, however.

Ilydrocode Bubble Breakup Elongationil)etonation Limit Comparison. A comparison of hydrocode -calculated
bubble breakup elongations with upper-air-gap detonation limit values (from Table 3) for bare and covered HEP-
2 propellant, as a function of impact velocity, is shown in Fig. 15. Agreement between experimental and
hydrocode measurements is quite good for covered propellant but less so for bare material. The Pxor agreement
for the latter is apparently caused by excessive projectile deformation, during penetration, for the hydrocode
model. Trend differences for the two conditions appear to reflect differences in projectile deformation. A
comparison of projectile deformation levels, at the two velocity extremes, shows little difference for bare
propellant impacts, but large differences for covered propellant impacts.
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H YDROCODE flYa 1
MEASURED 0 SURED Io

Z BARE 1 O
0 HYDROCODE

75 - 75 0 MEASURED_.

z 0
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Fig. 13. Bubble breakup elongation versus Fig. 14. Bubble breakup elongation versus
propellant layer thickness for HIEP-1 propellant. impact velocity for HEP-2 propellant.
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SMERF ilydrocode Study

To examine the shock initiation mechanism, debris bubble impact and reaction processes were studied using an
Eulerian hydrocode, SMERF, and the Forest Fire reactive burn model. To simplify the analysis, only impacts
against bare propellant were considered. The target consisted of two 38.1-mm-thick propellant layers separated
by a 25.4 mm air gap. The air gap was chosen so that the debris but,hle was unbroken at impact. Impact was by
a 19.0 mm steel sphere traveling at 1158 m/s.

Modeling Conditionv. Four debris bubble/second layer conditions, listed in Table 9, were modeled. To reduce
costs, the last set of computer iterations prior to impact of the bubble, in the first run (Run I), was saved and
used as the starting point for the other runs (Runs 2.4). Bubble "sensitization" was achieved by shifting the
Pop plot, for the undamaged propellant, downward until detonation occurred (Fig. 16). (The Pop plot, a power
law fit of run distance to detonation versus input pressure, is a method for plolting data from a wedge lest
(D)ienes and Dick, 1984)). Although there is evidence that the slope changes for damaged (porous) material
(L.indstrom, 1970), the amount of change required in the present circumstance was unknown. Based on this
uncertainty, it was decided to use toie original slope as a first approximation for the damaged material.
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Table 9. Modeling conditions for debris bubble/
second propellant layer impacts.

Hydrocode Debris Bubble 2nd Propellant
Run Layer

I inert inert
2 live/sensitized inert
3 live/sensitizeda inert
4 live/sensitized live

a Projectile removed prior to bubble impact.

llydrocode Model of Impact Pressure Distribution. The first impact condition (Run 1), shown in Fig. 17, was
done primarily to examine the pressure distributions within the bubble wall after impact. Consequently, the
burn model was not activated. From Fig. 17, there appears to be no significant recompression of the bubble
wall except in the frontal portion between the projectile and the second layer.

Fig. 17. Hydrocode
plots for impact of inert -- _ _

debris bubble (with
projectile) on inert 1.t-
propellant layer. (2 gts
intervals)

Ilydrocode Models of Detonation Process. The second condition (Run 2). shown in Fig. 18, was done to
establish threshold conditions for initiatio- of reaction and transition to detonation in the bubble wall.
Minimum conditions were met by the lower Pop plot in Fig. 16. The six-fold pressure reduction required is
within the range of values reported by other investigators (Weirick. 1990). As seen in Fig. 18, reaction begins
at the debris bubble/second layer contp.rt surface.

Fig. 18. Hydrocode
plots for impact of
sensitized debris bubble
(with projectile) on inert

% . propellant layer. (2 gIs
V .intervals)
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The third condition (Run 3), wcown in Fig. 19, was done to examine the influence of the projectile on the
detonation process. For this run, the projectile was removed just before impact and the bubble allowed to
impact alone. The result, essentially unchanged from the run made with the projectile in place (Fig. 18),
indicated that the reaction was caused by the initial shock and not the reflected (compressional) shock from the
projectile front surface.

Fig. 19. Hydrocode
plots for impact of
sensitized debris bubble
(without projectile) on
inert propellant layer. (2
igs intervals) -

The fourth condition (Run 4), shown in Fig. 20, was done to examine the effects of a live second layer. In this
situation, reaction in the bubble was able to initiate reaction in the second layer that transitioned to
detonation. This result indicates that direct transfer of reaction from bubble to second layer can occur for
sufficiently sensitive materials.

ii

-__---_ -- _ Fig. 20. Hydrocode
plots for impact of

_ sensitized debris (with
projectile) on live

I - propellant layer. (2 igs
__ intervals)

CONCLUSIONS

The main conclusions to be drawn from this study, involving the normal impact of spheres and ogival cylinders
on a planar model of a solid rocket motor containing high-energy propellant and a center bore, are:
1. A projectile impacting and penetrating a layer of energetic material at a sufficiently high velocity creates a

"bubble" of material at the rear surface. Impact of the expanding bubble on a second layer of energetic
material results in reaction that, under certain conditions and for sufficiently energetic material, transitions
into a detonation wave that propagates back through the wall of the bubble.

2. From experimental and hydrocode studies, the initiation mechanism for this delayed detonation reaction has
been identified as the initial shock entering the bubble after impact on the second propellant layer.

3. The reaction is bounded by a lower velocity limit and by a range of air gaps (i.e., distance between the two
layers of energetic material). The maximum air gap for detonation roughly coincides with the maximum
expansion distance for the bubble before breakup (i.e., breakup elongation). The minimum air gap
represents a lower damage threshold level for detonation.

4. The use of hydrocode models greatly enhances the interpretation of the experimental data by providing
information not easily obtainable otherwise (e.g., debris bubble characteristics) and by providing
confirmation of experimental cx idence.
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ABSTRACT

Orbital debris pose a danger for spacecraft in orbit. Protection against this threat is obtained by shielding. One or more
shields placed at some distance from the structure to be protected can minimize the damage inflicted by projectiles at high
velocity. The range of velocity between 0 and 8 km/s is well covered by tests. Unfortunately, the average velocity of debris
in low earth orbit is above 10 km/s with a maximum velocity around 15 km/s. The methodology presented in this paper
aims to validate the numerical approach. It wil predict and extrapolate the behavior of muttishock shields in the velocity
range between 8 and 15km/s. The formation and propagation of the debris cloud, after perforation of the shields and the
generation of damage in the backwall, are key factors. These phenomena are examined, discussed and illustrated with
correlation between numerical simulation with EFHYDTM analytical formulae and test results.

Keywords : Hypervelocity, Impact, Orbital debris, Damage, Hydrocode.

INTRODUCTION

Orbital debris belongs to a man-made environment. It is generated by the destruction of payloads, upper stages or any
hardware in orbit. The number and the size of debris is a function of the destruction mode: explosion or collision. The
size ranges from tiny particles to huge chunks of satellites.

The debris size of interest is defined by the size of the spacecraft, the mission characteristics, and the associated system
requirements. For manned craft, safety aspects of orbital debris are most relevant. Projectiles to be considered are
generally between I and 10 mm in diameter. The density of aluminum is accepted as representative.

The literally most striking characteristics of debris is their potentially high relative velocity. Maximum relative velocity in
low earth orbit is approximately 15 km/s with an average around II km/s. In order to arrest such high velocity particles.
often a dual shield system is imployed, that consists of a first bumper plate, a spacing and a second backup plate. While
the bumper plate may well be perforated by a striking debris, the backup plate must definitively arrest the debris cloud,
formed after perforation of the bumper plate. Sometimes the bumper plate is replaced by two bumper plates. Because tests
cannot be readily performed above 8 km/s, computer simulation is necessary to investigate the upper velocity range.
Before these simulations can be believed, an acceptable level of confidence in the computer results has to be established.
The following report addresses this subject.

HYPERVELOCITY IMPACT PHYSICS

When solids collide at speeds of the order of several kilometers per second. megabar pressures are generated (Zukas.
1982). Because these pressures exceed the strength of materials by many factors of ten, this is a regime where it is possible
to neglect the effect of strength and to treat the solid as an inviscid compressible fluid. The pressures eventually decay and
the material strength then becomes the dominant factor, determining the final configuration in which the material comes
to rest.

If the target is thick enough, only cratering will occur. This complex process is driven by mechanical and metallurgical
properties of the target as well as projectile characteristics.

When a particle strikes a plate at high velocity, the compressive shock is attenuated as it travels through the plate and is
generally reflected off the rear surface as a rarefaction wave.

If the plate is thin enough, the reflected wave will be so intense that a portion of the rear surface of the plate may be
ejected with a momentum sufficient to damage other parts of the structure. This phenomenon is called spalling.

Perforation results from the combination of cratering and spalling. A detailed study of these mechanisms show that
perforation can occur for plate thicknesses significantly grcatcr than the expected depth of penetration when calculated as
a semi-infinite target.
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The hypervelocity impact of a projectile upon a thin metal plate produces a subsequent formation of back surface debris.
At sufficiently high impact velocities, roughly greater than 3 km/s for aluminum (depending upon the shock impedances
of the materials involved), shock formation and interaction dominate and control the overall response of both the
projectile and the target plate. For relatively high velocities (> 6 km/s) shock heating can produce melting and
vaporization of both, projectile and target and the formation of a debris cloud. Because of the complexity of the physical
interactions, numerical simulation of such problems is necessary to draw quantitative conclusions about the cloud
configuration in order to be able to design and predict the behavior of the backup plate (spalling, cratering). The first
major area of interest in the simulation field are the equations of state which describe the behavior of the shocked
material. A review of the literature and a comparison and explanation of the different models has been carried out. A
second major area of interest concerning low impact velocities (2-5 km/s for aluminum on aluminum) for the burrper and
particle interaction as well as residual cloud impact on the backup plate for higher striking velocity, is the dynamic
fracture and fragmentation of both projectile and target.

The capability for computing the disintegration behavior under hypervelocity impact conditions, in general, rust include
mathematical models with accurate spalling and fragmentation capabilities as well as adequate high pressu' equations of
state lof melting and vaporization. In fact, the damage of the backwall depends on the state, mass axi velocity of the
debris. Vaporized materials produce a distributed load that may buckle, collapse or spall the plate. Solid fragments or
droplets, on the other hand, produce more point loads where they impact and may penetrate the backwall (local cratering).

The significance of a shield is that it can fragment the projectile, spread the fragments radially and significantly reduce
size, density and velocity of many of the fragments (Figl).

1Ocm
Figure I Backwall impact damage

4 mm diameter aluminum projectile, V = 7 kmi/s, normal impact, 2 mm aluminum bumper,
1.5 mm aluminum backwall, 200 mm spacing

If the conditions are adequate. released fragments are liquefied and distributed fairly homogeneously at the front of the
debris cloud. Splashes of molten material are produced as well as plastified droplets, collapsing upon hitting the back-up
structure (Fig.2). This allows a better distribution of the loading on the structure protected by the shield.

.44V.ýO.

Figure 2: Examples of material splashes and plastified droplets after impact (Electron scanning microscope,
magnification - 100, 200 x)
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The debris cloud can thus induce in the structure three main types of loading
- cratering,
- spalling,
- impulse inducing gross deformations.

BACKGROUND WORK

The reported technological work has been undertaken to support the design of the COLUMBUS pressurized modules.
Certain parameters, like projectile characteristics, shield spacing and material selections, are controlled by project
requirements. The baseline shielding is considered here (Fig.3).

Once the configuration is chosen, the basic need of the designer is to be able to predict if the pressurized wall of the
spacecraft will be perforated or not by a certain projectile. Projectiles to be considered according to project requirements
range from I to 10mm aluminum spheres.

Considering a Whipple shield concept, and illustrating the hypervelocity impact physics, the required backwall thickness
shows (Fig.4) a first peak around 3 km/s, associated with a poor fragmentation of the projectile. The curve goes down
from the peak to a minimum at around 8km/s. It highlights the effects of the improved fragmentation with increasing
velocity. The minimum corresponds roughly to the beginning of the liquid phase for the debris cloud. For higher
velocities, the required thickness must increase again as the projectile momentum continues to grow.
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Figure 3 COLUMBUS attached pressurized module Figure 4: Ballistic limit curves of a single shield and
Meteoroids and orbital debris protection configuration a double wall meteroids and orbital debris protection

Unfortunately, projectile accelerators are limited in performance. Technologies other than the commonly used light gas
gun can be considered. They can only accelerate projectiles with aspect ratios that do not correspond to the considered
particles. For example, shaped charges are considered, however, getting an adequate projectile is not yet fully
demonstrated and documented.

Experimental data are available in the velocity range defined by the accelerator performances (Fig.5). The exploration of
the velocity range above 8 km/s is thus limited to computer simulation.

1.3
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Figure 5 : Define light gas gun performances
(from Ernst Mach Institute, Germany)
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THE CODE

EFHYD-2/3Dr• is a finite element Arbitrary Lagrange-Euler (ALE) code for the elastoplastic and hydrodynamic analysis
of multimaterial continua and structural systems. The code handles in two and three dimensions solid and shell elements
with impact sliding surfaces and various boundary conditions. Manual and automatic rezoning as well as complete
remeshing coupled with ALE or Eulerian capabilities are available to perform simulations for the highly distorted shapes
typical of hypervelocity impacts (Fig.7).

EFHYD has been extensively used and validated in a wide range of hydrodynamic applications for defence and space
industries especially considering fragmentation phenomena.

Key features of a hydrodynamic code are the material descriptions (Anderson, 1987)
- equations of state (EOS) (High pressure and

phase changes),
- constitutive modelling (strength),

failure modelling (damage).

The velocity range (8-15 km/s) considered here covers all 3 states (solid, liquid, vapour) for aluminum and the associated
phase changes. A correct description of this transition is thus a must for the selection of the equations of state.

Many simple equations of state (Mie-Gruneisen EOS or Tillotson EOS) do not cover the whole pressure range
encountered here. More sophisticated EOS, like the ANEOS package (Sandia) or SESAME tables (Los Alamos), including
several analytical models and experimental data enable the numerical simulations for a large range of densities,
temperatures and phase transitions. The tabulated Sesame EOS is used here. It is well correlated with experiments and its
accuracy is acceptable for most of the applications.

The constitutive model has to cope with the elastoplastic behavior at high strain rates and pressure : Johnson-Cook or
Steinberg models in which the plastic flow depends on pressure. strain rates, and temperature are incorporated in the code
and are used for the description of the elastoplastic regime.

Satisfactory ductile fracture models have to incorporate the contribution of 3 distinct mechanisms
- crack and void nucleation,
- crack and void growth,
- coalescence and propagation of cracks and

voids.

A detailed description of these mechanisms, as in the SRI model (Curran, 1987), requires the determination of many
material parameters. This approach would require many experiments to precisely characterize the material, and would be
difficult to integrate in a global modeling of the phenomena from an engineering viewpoint. For this reason, the SRI
model is not considered. The simpler Sandia Model (Grady et al.), based on energy balance and statistical considerations
is incorporated in the code. It accounts for material degradation rue to damage and includes a fragmentation model. The
model has been used to describe dynamic fragmentation occur g in brittle and ductile solids with reasonable success
(Trucano, 1989).

VALIDATION PROCEDURE

As no direct and full scale testing is possible with the current test capabilities, the validation beyond 8km/s has to include
the verification of two important features :

each key physical phenomenon involved in the backwall loading has to be validated ; the cloud density and the
spreading angle, the cratering, spalling and gross deformation have to be checked for various equivalent cloud
impinging conditions ;
the trends observed with increasing velocity have to be predicted by the code, which can be determined indirectly by
assessing the pressure on the backwall (high velocity cases).

Reference cases

The purpose of this investigation is to confirm the ability of the code to predict, for the actual geometry, the main features
of the shielding with a projectile representative of those expected for COLUMBUS.

The velocity chosen must be compatible with the experimental device but high enough to produce the debris cloud in a
liquid phase which is representative of the velocity range of concern. Parametric analysis has shown that apart from mass,
velocity and spreading, the density of the debris cloud impinging on the backwall is a key element. For this purpose,
bumper hole diameter, spray angle and backwall pressure have to be cross-checked with test results.

Piezoresistive pressure transducers have been mounted within back-up plates in a sandwich arrangement. In this way, a
pressure-time record can be obtained on the back-up plate at the center of the fragment cloud impact area (Fig-13).
Pressure pulses of the order of some tens of kilobars have been detected. Similar measurement set-ups are used for all
validation phases.

Visualisation of fragment clouds has been achieved by means of X-ray flash techniques as well as image converter camera
photo series. Both methods are appropriate to derive fragment cloud expansion velocities (Fig.6).
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(c) impact on the second bumper,
(d) flight and expansion of the debris cloud

to the backwall,
(e) impact on the backwall.

Using a remeshing technique and an ALE processor, it becomes possible to simulate these successive phenomena (Fig.7).

(a) Impact on the first bumper (BI). The first impact simulation has already been validated (Dubois, 1988). It leads with
high accuracy (less than a few percent w.r.t. the experiment) to the determination of the hole diameter and the
residual velocity of the debris cloud (Table 1.1). This phenomenon lasts about 2.5 microseconds (Fig.7) for the
considered configuration.

(b) Flight and expansion of the debris cloud to the second bumper (B2). From the time of the first impact to the impact
on the second target (bumper in case of multishock shield concept or backwall in case of a Whipple concept), which
occurs at about 8 microseconds, one can observe a release phenomenon with an expansion of the cloud, resulting in a
heterogeneous distribution of mass (sharp gradient of density).

In particular, one can see in front of the cloud a thin liquid zone of relatively high density. For this impact velocity (8
km/s/ a density of about 0.56 g/cm3 is found, which is significantly greater than in the internal part of the cloud
(Fig.8X.

(c) Impact on the second bumper. For a striking velocity of 8 km/s, physical phenomena involved in this second impact
are quite different from those resulting from the first bumper impact. A relatively low density projectile, made of
vapour, liquid and fragments, impacts the second bumper with a velocity close to the initial velocity. Apart from tne
melting at the interface, vaporisation occurs during the compression of the impacting cloud. This impact is no longer
purely hydrodynamic.

The impacted bumper undergoes deformations under applied pressure and the use of an adequate failure law is
necessary to obtain good results for the residual velocity of the secondary cloud and for the hole diameter. A simple
EOS model alone is no longer valid. The correlation between the simulation and the experiment shows a good
agreement concerning the residual velocity and the hole diameter in the bumper (Table 1.1).

(d) Flight and expansion of the debris cloud to the backwall. After perforation, the cloud continues to spread behind
the second bumper. Only a small part of the total mass flying to the backwall appears to come from the initial debris
cloud. This kinematic phase is quite similar to the previous phase between BI and B2 at a lower velocity level.

(e) Impact on the backwall. The last stage of the simulation is the impact of the resulting cloud on the backwall.
Measurements of the pressure were performed with a Manganin gauge, and the correlation between the calculation
and the experiments is quite good (see Tables 1.1 and 1.2).

BUMPER I t = 0.0 Its

vo =5 Km/ -- 5 / •'.-;
t I8 'MOmm

t2 0.5 mm ,1 =3.0 ps
0 3.2 n BUMPER Id = 40..nn

BUMPER 2 t0. its Vo = 8 Km/s " PROGRAMM
0 =0.8mm 1 EFHRYD
t2 =0.5 mm .27
r3 -3.2mm
d =4.0m MM

P solid + vapor A

L t 9,UMPER2 liquid + vapor

Figure 7 : History of a high velocity Figure 8: Debris cloud material state
projectile perforation of a triple plate and density before second impact

Material validation cases

Objectives. The early objectives of the material test cases were to reproduce the behavior of the backup.plate, impacted
by a debris cloud, generated by a very high velocity projectile (up to 15 km/s). Up to 10 km/s and for the studied
configuration, the average residual velocity after the second bumper appears to be less than I km/s. Such a velocity level
can be reached with the current facility but experiments are now restricted by the low density and large radii inherent to
an equivalent flat load.

Materials with densities lower than .9 g/cm3 tend to collapse under acceleration imposed by a light gas gun. Considering
these experimental limitations, it is difficult to reproduce a peak pressure resulting from a density representative of such a
debris cloud. However, it is possible to observe the cratering and spalling processes in order to validate the material models
implemented in the code. The selected configuration includes a flat projectile (Radius : 15 mm, thickness = 5 mm)
impacting at about I km/s an aluminum target 11.6 mm thick.
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VbI Vb'2 obi ob2 I 1/72 YI /Yl2
______________ (km/ts) ( ns mm) (mm) (in ' (in *)

[R 1] Experiment 6.76 0.75 7.801 33 I29/56 8/25
2D calculation 6.90 0,701 8(.) 38 3J1/45 10/
ID, cal.uaton ____ 5.85 5.(8) d

FR] Experiment 6.76 01.975 7.80 70 301/56 14/37

I D calculafion 5.85 545 _______ ___

R I o= 4mm, V=8km/s. II =0(.8mm, Q2=(0.8mm; L3 =3.2 mm; SI = 2 =60mm

R2 o = 4mm, V = 8km/s. 1= 0.8 mm, Q2= 0.5 mm; 0 = 3.2 mm; S I = S2= 60mmn

0 particle: diameter
Vb1  debris cloud velocity after Ist bumper
Vb 2  debris cloud velocity after 2d bumper
Ohl diameter of I1st bumper perforation hole
01)2 diameter of 2d bumper perforation bole

1IY2 main and total spray angle behind I1st bumper
Yl /Y'2 main and total sprady angle behind 2nd bumper

T'able 1.1. Reference cases :Comparison between experiments and computer simulations

I___ presure on _ 131 B12 --- Bakwall
[~jI Experiment -
- 2D calculation 1.2 Mbars 75.0 Kbars 3.5 Kbars

I D calculation 1.2 Mb~ars _95.() Kbars- _ _4.11_Kbars

[R21 Experiment - 6.(X) Kbars*
2D calculatior 1.2 Mbars 80).1 Kbars 5.75 Kbars
I D calculation: 1.2 Mbars __ _ 5.0) Kbars 6.1) Kbars

Due to the relative.ly low pressure on the barkwall in both cases. no signijficant damage appears ofl the buckwall
for this velocity.

Table 1.2. Reference cases :Ct,,nparison between experiments and computer simulations

Physical phenomena related to the impact. In the case of' a planar normal impact of a flyer plate (equivalent flat load)
on a target plate. a state of purely one dimensional strain is produced in both projectile and target. One great advantage of
this geometry is that it is relatively amenable to analysis. However, the presence of lateral boundaries can result in a
substantial alteration of the strain his-tory of the material.

At the moment of the impact the shock begins to propagate into both the flyer plate and the target plate. At the same
moment. rarefactions originating at the lateral boundaries begin to propagate into the target and the flyer. These
rarefactions can cause both a rapid stress release and a transition to Iriaxial strain. These simple experiments are used to
evaluate and validate the numerical tool for compression (cratering). lbr tension (spalling) and gross deformations of the
plate.

Numerical modeling. The material models used for the aluminum alloy are the same as for the simulation of the
previous reference cases. A Mie-Gruneisen equation of state is used for the Makrolon and Cellotex. combined with a
Johnson-C'ook/Steinherg-Guinan model.

Trhe plate and the projectile are discretized with four node brick elements. The total number of elements is about 2(XX).
Several numerical simulations were carried out and compared with experimental results.

-~Bubble on rear plate Crater on rear plate
CasesV Peak pressure ____ Mpllationfl-hm

__s% k/s) _ _(bars _0 mmn hkTmrj- 0 (mm) hm

Mlp1.3 72/38 . _ 1852.8
Ml -1.3 - 8075 - . _.2 _20.5 _ 2.6

M~c~s~ 1.770/24 __ _ .5___ __ 20(0 __4.0

M2 ____ 1.7 9__ 8/8 .1)0 < _5.2 _23.0 ___ _ 3.7_'.
M~~cx~ 1 -~ .0)_ 20.3 1.9

M3 . 65/59 .3 1. 2.1

M4c~ . 51/41) . 18 ___ 20.0- 2._0_
M4 - - -- 1. - 54/46 . 1 16.0 _2.0

L exp --run
'ejecta velocity 2.3 kmfs 2.0) km/s J
.spalling velocity 140 rn/s 146 mWIS

Legend
(1) projectile of 5 mm length (Makrolon)
(2) projectile of 8 mmn length (Makrolon)
(3) projectile of 8 mmn length. 4 mm Makrolon + 4 ('cllotes

Table 2 :Material validation cases
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Discussion. The deformation of both projectile and target is shown on Fig.9. For all four tests, numerical results are in

good agreement with available experimental data. All expected physical trends concerning the influence of the impact

velocity, the material properties and the geometrical data are well predicted by the simulation. Moreover, the implemented

material model in EFHYD gives good results concerning the spallation bubble as well as the global deformation process

(see Table 2).

RI 2I1K-n IMPAC1 ON B I

PRESSt'RE Mbr

Figure 9: Scenario of deformation Figure 10 :Pressure contours in Mbar

for one material validation case during the first bumper impact (velocity : 20 kin/s)

(diameter of the particle : 4 ram)

High velocity cases

Numerical simulations give detailed information not directly measurable from tests, like local density, temperature and

state of the projectile, the bumper and the debris cloud (Fig.10). During the second impact, the rebound of the debris

cloud (Fig. 11) is typical of the rebound observed in the test. The backwall impact damage is sensitive to projectile condi-

tions and to shielding configuration. At 7 kin/s, craters generated by solid fragments are still present (Fig.1). At 8 krn/s, for
the triple plate configuration, no crater can be identified (Fig. 12).

__ __ _ __ _ __ _ __ __ _,-___ _ __ _ . .. elc _us

FigureFigure 1

Velocity field after impact on second bumper t

Figure 12 Backwall impact damage 4 mm diameter

alumfinum projectile,V = 8 krn/s, normal impact 0.8 mm aluminiund
sst bumper / 0.5 mm aluminum 2d bumper,

3.2 mm aluminum backwall, 120 mm spacing

According to the performance curves of the experimental facility, the maximum velocity cases are performed at appro-

ximately 9.5 km/s. This velocity is well inside the liquid phase regime for aluminum alloys.

The maximum pressure induced by the debris cloud on the backwall is correctly predicted by the code (Fig. -3). Two

calculations have been performed and validated on a Whipple concept, two more have been performed and validated on a

muti shock shield concept. In Tables 2A and 2b, the principal numerical results as well as the available experimental data

arc given. One can notice the good correlation heweernl bflt set of data.

xiaey9!kms hsvlciyinelinietelqidpaergm r aumiu allys
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BackwU Presure Pressure]
S B1 82

FVI Experiment 59 kbars -
8 km/s. 0 = 2mmF - 2D calculation 60 kbars; 1.2 Mbars N.A.

Whipple _R_ I D calculation 58 kbars 1.2 Mbars____
concept V2Experiment

10 km/s. 0 = 2mm
2D calculation 40 kbars 1.6 Thars N.A.
ID calculation 40Okbars 1.6 Mbars

V3 Experiment-
j 8 km/s, 0= 2mm

Multi 2D calculation N.A. 1.2 Mbars
shock I_ ID calculation 1.2 Mbars 25 kbars
shield V4 Experiment- -

concept 10 km/s, o =2mm
2D calculation 2.2 kbars 1.6 Mbars
I D calculation - 1.6 Mbars 5.5kbars

Table 2A :Comparative table for pressure values

F'-13 Experiment 7.1-
8kkm/so 0= 2mm

2D calculation 6.8 N.A. 4.1 N.A. 30/47 N.A.
Mut ID calculation 6.2 -

shippeld V Experiment - -
concept 9 10 km/s. 0 = 2mm

2D calculation 8.4 0.1. 4.8 75A 35/50 N93.5.
I D calculation -

TablE-e 
2 

oprtv 
al 

o ieaisvle

Va=8 km/s
tI s =0.8 mm

mult I=3.2claiomm2

shield d4 Exp.0mmn

0ocp kbars 0= m

Numeica D7M calculat.7 onbar

Figure 13 Coprio ofpaatv numeica forineatisvlue

an6xeietlbcwl rsur iue1 emtia eut
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EXTRAPOLATION BEYOND TEST CAPABILITIES

Extrapolation to higher velocities

The correlation between experiments and calculations shown in the previous paragraphs gives confidence in the possi-
bility to extrapolate with the numerical code the behavior of triple plate shieldings at higher velocity. Three simulations
with impact velocities of 10, 15 and 20 km/s are analyzed to estimate the behavior of the actual multi-shields concept. The
previously calibrated and validated material models are used. Figures 14 and 15 represent the evolution of the phenomena
during all impacts (first bumper, second bumper and backwall) for an impact at 20 km/s. Typically, for this velocity, the
pressure peak is about 2i kbars on the backwall (see Fig.15).

Multi-sheet shield concept : Ballistic limit

MAX • IE1.O mIEiW 'R E .0 "

E.4 .

E,.

Elaboration ... aaesgnc"v

Au~rs =26,

Inorertobeabe o stblsha esg crv fr hegiencofiurtin f0h potctonsyte, 1/2Osmpife

6. 8. 10. 12. 14. 16. 1 0
Veloc~ty oO '.maCt ( Ks/s )

Figure 15 Typical backwsall impact Figure 16 Multi-sheet shield concept :ballistic limit
with a projectile diameter of 5 mm at 20 km/s

Elaboration of a design curve

In order to be able to establish a design curve for the given configuration of the protection system, a I DP2D simplifiedmethodology has been established and validated against full 2D simulations. Several calculations are carried out for
different velocitites and for different diameters of impacting particles.

The evaluation of the ballistic limit for a given velocity, is obtained in making iterative calculations around the diameterwhich leads to the perforation of the protection system. Five velocities between 8 and 20 km/s are analyzed. The table
below summarizes these simulations.

PROJECTILE PROJECTILE VELOCITY
DIAMETER kms

( 9 12 15 204 X* X* X*[ X*
5 X X
6 X X X
7 X X X X
8 X X X
9 X 1

validated against full 2D analysis

Results Establishment of the design curve

For all the simulations carried out for the establishment of the design curve, the damage observed in the backup plate is
mainly due to gross deformations tunder shear and pressure loading. One can observe that the line describing the design
curve (Fig,16) presents a certain level of uncertainties. As the calculation is performed with a finite element code, EFHYD,representing a continuous medium, individual fragments generated during the impact cannot be simulated. In order to
verify whether or not a generated fragment can perforate the backup plate, a formula relating crater diameter and
impactor diameter, density and velocity is used (Klopps, 1990).
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CONCLUSIONS

The objective of this work was to analyze the current meteoroid debris protection system in a velocity range between
8 km/s and 20 km/s which is practically not covered by tests. After specific adaptations and validation, the numerical tool
of ESI, EFHYDM., has been used for the extrapolations beyond the present test capabilities.

The following main conclusions can be drawn :

(i) The principal physical phenomena occurring during a hypcrvelocity impact, as well as the different models being
able to accurately represent this complex physics in the whole range of impact velocity under consideration, has
been discussed and compared. The most suitable models for the above mentioned problem were implemented in the
numerical simulation tool EFHYDThI for spalling, cratering, gross deformations and EOS.

(ii) In order to validate EFHYDTý, different experiments have been carried out with the following logic
- comparison of the simulations with the experiments on a configuration as close as possible to the actual geometry.
- calibration and validation of the implemented material laws with flat load experiments.
- indirect validation of the cloud density with the pressure measurement of the backwall on a Whipple concept.
- extrapolation for higher velocities (up to 9.2 km/s) on a multi sheet shield concept.

All simulations carried out were in good agreement with the different experiments concerning the observed physical
trends but also concerning kinematic values like hole diameter in the plates, residual velocity of the cloud, spray
angles, etc., and pressure values on the backwall.

(iii) After direct and indirect validations in the test range, the validated numerical tool EFHYD, is used to perform
extrapolation calculations beyond 10 km/s with realistic projectile sizes. Three extrapolation calculations are
performed on the current MDPS configuration at 10 km/s, 15 km/s, and 20 km/s. A simplified On/2D numerical
methodology is developed and validated against full 2D numerical simulations. This simplified methodology is then
used to obtain the design curve of the current MDPS configuration between 8 km/s and 20 km/s. However, and in
order to be more general, this methodology should be validated tor other MDPS configurations and/or other particle
diameters. A number of tests could be suggested for this purpose. Shaped charge fragments impact with reasonable
L/D aspect ratio could also be performed in order to extend the direct validation range of the simulation tool.
Concerning an indirect validation of a cloud in a vapor state, lead material could be used instead of aluminum and
pressure measurement could be made on the backwall. Similar but simplified validation methodology could be
applied for non normal impacts (with possibility of rebound) in order to validate the 3D simulation tool as well as to
obtain design curves for different incidence angles.
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RECENT AD)VANCES IN METHOD)S FOR NIEASURIN(; THE DYNAMIC RESPONSE OF
G;EOLOG(ICAL MATFERIALS TO JIf) (;PA

Michael D. Furnish

Sandia N-itonal Laboratories
Albuqueai.u,. New Mexico X718 5-5800(

ABSTRACT

Modeling certain classes of hypervelocity impact events requires laboratory materials data for benchmiarking purpos-
es. These data Hiclude Hugoniot states. release path and strength. Two classes of impact techniques- have been emn-
plttyed for measuring equation-of-st:-2 properties for rocks and rock simulants These techniques both use velocity
interferomieter diagnostics. One. employing a sample- in-projectile geometry. provides high-precision H-ugoniot data
'In Continuous release trajectories for dry or water-saturated materials. The majority of the present experiments have
been perfor med wkith this geometry. The other, employing a samnple-in-target geometry. provides loading path and
I luconiot data as well as limited re~lease data. Materials studied by these tw o techniques have included a variety of
tuffs. rhvolites. carbonates. grouts and an epoxy-alumnina mixture. Uncertainties in the results from these technique,,
hiase been estimated hy analyzing the effects of errors in obserx'ables and ancillary material properties.

INTRODUCTION

III a hvypervclocitN event such as meteoroid impact craterlig. shocks strong, enough to melt or vaporize geological
media may be found in the immediate vicinity of the impactor. HowAever, much of the interesting physics of thle cra-
terineo process Occurs at the lower stress leesseen outside of thlis relatively small volume. Material ejection is sig'-
nIft~cantly affect -d by material behavior in the region <100l GPa tOpik, 197 1). For relatively low\ velocity impacts iup
to about 10l kmi/sec for silicates), pressures generally do not exceed 100) GPa any" here in the system.

\1 tdlinie these ces cts (Ahrens and O' Keefe. 1987, Ilardage. 1967. Roddy et Wi. 1987) requires appropriate minte: ial
descriptions. 'I'le most comimonly used description for the solid components oif the svstemn has been the Mie-(irii-
necisen-based model of Tillotson ( 19N2) --!though other models, have been employed (Rodd\ eti il. I ).-7) such as that
of St. huster an(i sentbeig ( 1972). These models may be benchniarked bylbrtory gas-gun tests desiened ito eluci-
date material properties of inter, .,t

The nvtin properties of interest include H-ugoniot cnios.loading history, and release behavior (continuous
tafloaiting tralectorics where possiblei. Material strength is, of interest for small events, but not for such large-\scale
problemis as, asteroid impact. Where !oading conditionis arc uniaxial (as w~ith the present shock-s\ ave experimecntsI
J\;ttII stress, mlotion. uaV velocity! Ic 11pression and reCJCJSC? and deniCtyS1 (Or Ixial strain) are the Charac~teristics of
IttW'r- st 11IVI i init titles, a lone (e.g. Marsh. 1980t . M Queen et Ill. I 970) do0 no t sUthicient lv constrain material mnod -

(1s.

In thie present paper. technIIIIiqus foý measuring these pripperties o~ er the range () - ItI H)Pa %kith gas-gunl tests instru-
ili tntell \iit V ISA R ( chi i ý e fr nltr tcni ft r AnN Reflector i (Barker and lit if en bach. 1 9721 arc d is-
cussed. - lb t the hila taý mayib u sed and %\ hat a ppro pr iate error i hound s tIna\ be p1 icel onl the data m ll also be

(fliscti ussed .

Naturil geological materials, and a-taticial sittulaints eC.g. groulsI pose secicil pr1oblems tor obtiningIII 11eaning11ful
AiNlhaittic data. stales of heterogeneities tett ifto be sisgniticititly Iltrgcr thain the spiot Stim for \%hich diti is retutneil ito
ai IS .\ . I he w mater itfs I' k 'lien) fth~eac mi Ioist ire onient xs hich must bec preser' ed it ti iml proipertites amre tI Ixe
n''rasured. -lttl\l. stili f1 nIatet ifs as rnkck miatertals t.%' ith significant Ik c onit-t iltust he tested ia.nd prtelraibl pre

se1 % edt uIf(rer rtfa IgerateifLcittilittotis.

'Not ilipictA WteIL1ftt'iiie hiiW fIXTIIt- iOeseltc tit Mieasure Ift,' W1equisite i1\1,111n.i plipe1CItte it geitliL!ILdI ina.tell:1'
li~tt it these, ire uisedf \kilb l.mihoratu'r\ gun systemts atdtif se \ ISAk ton wile-rcsiilse m.1isetinti tueXisiirete~ntsI (1it'
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(referred to as reverse-ballistic) has the sample in the projectile and gives Hugoniot and continuous, release minirma-
tion. The other (referred to as forward- ballistic) has the sample in the target. The sample is backed by a wii~doiv
material. This configuration is especially useful for measuring loading and H-ugoniot information. The somewhat
lowver-resolution piezoresistive and electroinductive gauge techniques (e.g. Mm-ri e't W, 1975) have contributed to
this field of study as well. although these techniques will not be discussed.

There are scveral experimental constraints of special interest for testing geological materials. Sample sizes generally
are 4 - l(0 mmn thick and 6 -7 cmn diameter (2 - 2.2 cmn diameter for impact velocities of 2,5 - 7 km/sec. where a two\(-
stage light-gas gun must be used). Hugoniot stresses available depend on the exact configuration, but range to about
25 G!"a for the larger samples and 1010 GPa for the smaller samples, assuming shock impedances of typical geologi-
cail mnaterials. Impact velocities may range from several tens of meters/second to about 7 kmi/sec. The present config-
urations preserve water saturation states, although care must be taken during sample preparation to maintainl
saturation levels. It is quite difficult to preserve a saturation level intermediate between fully saturated andi air-dried.
As well. many geological materials (such as zeolitized tuffs) may be irreversibly dewatered by simple evaporation.

REVERSE- BALLISTIC TECHNIQUE FOR EVALUATING HUGONIOT AND RELEASE OF GiEO-
LOGICAL MATERIALS

Consider an impact experiment with the design shown in Fig. 1. The wave interactions and observed velocity history
for thi~s dlesign are also shown in Fig. I. The sample is mounted in the projectile. contained in an aluminum cup to
protect it from gun vacuum and backed by a closed-cell, high Strength foam. In this way water saturation is main-
tained during the experiment. Upon impact. a 'ck propagates through the aluminum cup. through the sample and
tnto the foam backer. A release is reflected foc ward through the sample. the aluminum cup and target components.
andl into the lithiumr fluoride window. A\ VISAR monitors the velocity history of the aluminutn/lithiumn fluoride inter-
face.

20# Foamn Sample
k 3 Velocity Pins

C(quipent -

r ToVISAR

~77 ~ Lithium FluorideWindow,
Projctil -AlCup4 Flush Pins

Body. _______ Alurninumn
I NoseTarg~et Fixtuic

PlateAluminum Buffer

tE Sample Lii-
Wae % Ohservedl
Interactions j . Velocityv

Lmoaing ,timRla.

litiv iit otRelease
'Statle

Reltisc it, Samipic

=- .- . shiiii.War~
lDistanije d .aLrangiani ()berx ed Velocitv

F-ig. 1. Cinftiguriratic n of Re e rse- Ball i sics Co~n figuirat ion 11"imiler gun adaptation shi x~n)

Iheinc Ist fas it. for III c if eea usable udata proiwiducc h' this e \peruitient i% a ' l t ~prci fle. Mda trial moncdels tIna%

tic un Iamc t \ I y oit part ng ui imputer tI.I "ide s 1tno a tons ()I the e ~.perlment \%III) the c ibsur d c dX %Je Iroh it I'. I tWilint
thcsv data requires, a detiuled kiwi~cdclg itl %sILc e spe I iIent aI parttt ~u" Iý ar s ilimpi ttiet dlinie-i i'l i it and projecctile
% clcicit\1ý

lll~t 'it cc calta are Ic ri ccl frin Iit ith'se pr lc N itt Itsb tainial a fImpedance -01,1w ii metho cds (tt()ueeti C at. II -. see
mid .inilurTNis. 1lItSS. fll dcft'ails aibout the presemi tetlintqueI tI-ig 21. lntiir(nhittcin required IN the prilcidetie
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Release trajectories are derived by modeling the experiment computationally ((rady and Furnish. 1988). I lugoniot
data are also redundantly provided from the computer analysis. We have used the wavecode WONI)Y V. a one-
dimensional Lagrangian wavecode. After the Hugoniot state has been determined, an empirical model of the sample
is constructed with a Mie-Grilneisen loading behavior and a Lagrangian release modulus described by:

o.y (TI

(Bs = B)(I +XBI+X2B2+XB,) (where •---I) (Eq. I).

ttere, Bo) has units of pressure and the other B, (i = 1, 2, 3) are nondimensional. Bo) is adjusted to match the
observed release arriyvil ilne on the VISAR record: the Eulerian sound speed at the Hugoniot state may be expressed

a s I = ( p0,p) JBS/p, Next. B, is adjusted to match the initial slope of the relea-'ý signature. then B-) and B2are adjusted to matc / h tihe observed curvature of the release curve signature. Within the uncertainties of the titting
process, BIo and( B1 are generally determined accurately, while B-, and B3 are less well constrained. The release path
in stress versus density space may,.heanbe determined by integrating Eq. I: particle velocity may be obtained by inte-
grating the differential d(!, =5 IdadV. over volume from the Hugoniot state (is indicates integration along the
release). In practice, this fitting process is iterative, requiring 3 - 15 runs of the wavecode. About 60() zones are used
tor typical models.

/ Al [lugoniot Fig. 2.
Impedance match diagram

for standard reverse-
-LiF Hugoniot ballistics configuration.

Projectile Provides aT. Up
Observed If loading wave is steady, then:
.Plateau Sample .It = a/pcUl
Velocity Iugoniot p =P

Particle Velocity

Fig. 3 gives an indication of the role of each of the Bi in fitting the profile, and the relation between fitting precision
and effects on the cal.ulated release trajectories in various spaces. The particular example is for a test on a rhyolite
(density 2.276 Mg/ni ) shocked to a Hugoniot stress of 11.6 GPa. The initial arrival of the release wave corresponds
to the sound speed, which may be calculated as discussed by Furnish (19910a). Empirical material mroels may be
derived directly from a set of flugoniot points and release curves. ('onsider the axial release modulus,
K - -t" (da/dV) ý , and its first three stress derivatives, K _(aK/rja" it.. These are functions of stress along
the release. Their values at the Ilugoniot stress may be expressed (Furnish, 19tA)b)in terms of the B1 described above,
the tlugoniot stress P11 , and the ratio of initial to Hugoniot density, Pt/Ptt. Each of the K"') may then be expressed as
a function of tlugoniot stress (each experiment generates one set of the Kl )l,: this then gives an experiment-based
description of the release behavior of the material for shocks of arbitrary strength within the experimental range.
This technique has been used to estimate errors caused by using an approximation that a grout release lies along the
Ilugolniot when correcting gauge stress or particle velocity to in-situ conditions (Wise and Chhabildas, 1'6).
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With this technique. releases are limited by the nonzero shock impedance oft the loamn. In turn, the foam Selected is
go% eritied by strength requirements: it must support the acceleration of the sample and cup (luring launich. Releases
may thus he mteasured (town to as losw as, 20 percent of the I lugoniot stress for low%-velocity lau-nches (tip to 0t.7 kill!
s"c; I lugoniot stresses up to -3 GC~a. diepending on thle impedance of the test material). On the other hand, tests %s if[h
thle 2-staue uun at 4 -7 kmi/sec only provide releases down to 601-75 percent of the Hugoniot stress. since a relatiselv
dense (0I.7 goti/co; p1ast ic/c lass microba lb an com posite must he used for the I - 2 mneca -( launch eity iron olienat.

Front such data. geologic materials may tie characterized by ithe fraction oif the Hugonior specific energy retained at
tialt--stress onl thle release. H igher fractions correspond tol greater shock attenuation rates.

T he sairopec iii tst alIso be able to wkit hstaard the laun rch. For most rock miateri al s studlied. ithis has, not been a pi oblent
More distended nliaterials. howeseir. miay present problemis wxith this technique.

T he ( iriiinciseat garnioa, ain iii portaitt parameter in marts' mtateri al mlodel s, c:an he (tilly :ippro ximnately v(etemrittined
fronti these data. Titere are tw.o reasoins for this. The first is experimental: this technique is optimlized to ineastule I
reclease trajectory artd single I lugoniot state rather than at difference between the H-ugoniot and the release trajeCtror.
Arty flexibility in choosing at Iugoniot cotrresponds ro an uncertainty in progressing from a release curse to a (fill
tie isert payamimitr The second reasonr. Common to uniaxial experiments, lies with the inability of this lechnique to)
di stiltguoishi ber ween the strergtg h oftrlie mraterialI anrtd tire effects oIf shock heat inrg or phase changes.

F-inally, such properties (if' thle loading wave as precursors, (e.g. anl elastic wave or a phase-trartsitioit induced precur-
sor ) and thle rise tirme are riot mteasuredf by this method. For riany tuffs. rhyolires artd silicate-based grouts. this is roto
at sicni ficrit ClOIcenIl because the strengths ( substantially less than 0). 1 (iPa are very smtall coripared to thle Hugoaiiot
stresses (I to 1)1(1 (iPa). More com1petertt Miaterials. such as grantites. dunites or miany single-crystallille saruipl~es. do
sltoss ittul1tiwAave sri Uuctures tforward-ballistic experimients (shock transmitted thtrough saotiple to wNindow.N: see later
section discussintg the forw~ard ballistics method). Carbonates may show precursors related to (tite (Ca(O;

I11 I --- Ill trantsitionas. Reverse-ballistic testiric of these rutaterials oiust be interpreted irn ligftr of the mlulti-Nsasc
Structure. Irlipellaice-ruatch calculations in the stress-particle velocity plane gis e the correct H-ugortior 'stiess andt
particle velocity. but the shtock velocity an 111 Iugo iot io dertsi ty mulst be calculated to acc ountr for thle wave structutre.
Releass mtay be dlerived by thle iterative Aavecode modlleling mewthod described above if thle description of the load-
rini- behas ior Iii thle wavecode is correct. The version of WbNDY V uised is w.ritten to accomrmodate a tsso-kxiase

loaaldtic strtactuac arid s ariable-otot ltlias release simtultanecously in rite sarimple material

.Stra'ro2 h~s of fit,. Ra vaarse'- RoiffliaI.v i i adhm

Thfere arc three prniimay reasons for using the rever'Se-ballistic coitfiguration w\here possible. First, it is cry robustI
against experiruental error. Informiation about absolute timingc of the trace arid pro~jectile velocity is Supplied reduri-
Iawn Iy. a ff ordinrg c ross-chec kinig. This advantage is (1 te to rthe fi rst part of the experimrentt bei ng anaIlut tt tta r

roam imtpact. whiere 6(61(-T6 ltarntinumn protperties are well-knotin.

Secaind. tite wsave iritcractiois are relatively simple. iThis is Part ly tfitle To tile very good imtpediance rat~ich bemets i tlte
ilallartin uit rilffer an ridlte lit Iillmr fluor ide s.i ndo ss While fite C xpe in tell tanIalayses miake s correc-twit'rs tor all ss as
ittcr~act iaais, it is use fil to kill)\.% that ailie Samrp le haZS beei a sub jec te(I to at siriple load/unload path %% fillt iittlc ira rthe so I%
of extranleous \%axe intteractionts. In particular. the main release wave travels through anl almiost uricoo0tamirtared
I iieoriot ,title for the entire sarmple thickatess (comhpart' wkith the cd~se for forss~ird-.ballistic VISA R extperinicrits.
beb(' so '.I'lt is Seco nti ad sarita c doeis ala t hit( it i high -i itpedance buffer, such as tanrtalumo, is uised inrstead of alit iI-
at11 a Not sits tao ac Ii0V e h tig hi' a soC k slir ssa's. As ri en't i oed bel ov. it also may no t Itol) for fli \%s art)- ba Ili sric.s gentric -
fit's.

*[thii a. rthe use al if btaffer arid cu lito~ Isides ait aIntrrinitsic as eraginag of thle respoirnse (it a heteraiogaetitus mateialtn 1 no t
afflirt'lledflvexe eissiI hig tii irta-resolutation stress gauages, mh ile prosit)in rigt high time rt resolal Li ot1,11 n i affo rdetd
h\ larger stress gauges,. Noat ol is the datta mottre represeritatas e of the s%%holec sam nplIt. bui tlile redclect inrg intt'rfat e iN
Ilocl i k l'v\ to suir\ is c long enotaughI to A Ilam\ data to lie recaortded urtili (the Simple It lttadf init aa( I tvcit's a re Lcorraplt't( I3
(6 pse ). lIn r'cet'i exsperimernt'is ita ilneasurk. transient loadtinag effects Iit sapphIrC. tiltsatipe siln a 1 rnaa tc IIIJ,0 1III a'0tIs
mtallia rettecttiri sutifate oif a lithiumra fluoaride sAindfao%% :and the reflectirnc surface typically sa lost \vititii 50 - 1(
rasa't. lit dihihlV- dil' tal a a t aitbiiariaaa aof ht'ienageicaaus samivipt vibhfirig Ititas ,gca artd baass Shock. lIcit'rt ' es tll
so Iltat 1 t iqi is liot uised, (Noiti ) sii, sr tphsaltart Ift'l rai rce) tl be isoaaled 11111 Inaaaa \ litii , ...... '.~ btaff'a i I\aaraal
tIsail Ill thlis ko-apniciviilitiaai.

( ha a ramnfta' :Ia.aa alh'a at~t/IRcvtu la~l/imj /1111

aaaaarhi'f).ar1i1; as rt'ahiaoea anal riepoiarea ut thira' si~ages: soas protrllc Ihraaiaiaari dalam il a tnd r'.a lc trill' Itri's
I ratialt,inlrtis ha) (.;till Nt;Itza' of Wi,'Iia.0 tA tCii ftr' t riAr ard subsequerkti sr'tagesN

Hict ssa~v paM~th' Is aitnt'tmalI) ii all aa 111111 ) And lllut IrnipactMI tIII-irlit' 1\010 ItSc r t'letrlt'dIa X, lraatlitnt'e) t11i1 N' c'stlb
Iisft'a h\ tmta Ilria'tltaaf ml ecltn'trr lik tialkitiail l~ltzt'a'rit'f (is :i flus l par. midaa assaitit'. sNaahoJ se~lweats 11114,1101 f~lit,
hilfcya' Nt'llarii!a lilat' iililp~it t sailtfua'e 114,ia) tlrt' X so 41, ir a nda fi l it, al1ita'rta,t ritaartitoeaf Il' VlSA-lR VOTa tIt'st' t'\~It' 11Il~lts.
.Is~lall-dI''lalittar slatatk 1rIalslt tillt'hit- a'ý 2'll'V~Il5;II fa.'r'r tile'a. sXtat Atltl ~r'r~Ltrts ,'StIaMItr', It iAlowtlt 1)1 lI5'i a tlilllil
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discrepaticies ss ith the buffer transit flint-'tler&~iiiialiOnis (Ilup to 2004 tisec :' this is aSCr ibed to smlall htsA In"' (ot prok~c-
tilet-Comtponenits.

ea profile atmplitudes are uncertain insofar u% the velocity-per-fringe I VPI- is utncertain. [his e~rrr in turn IN ;I
combhi nation of errors in Catlibrat ing of the VISA R leg de lay and in the assutm ed index -of- refract ion correct ion ft r the
%s indus' (I +AvAV0 ) (about 1 .28 for LiE .499 to 1.00 for PNMMA. 1.043-1.06 for fused silica and 1.75-I1.7h for sapphire
(Wise aid ( hbiabi Idas. 1 986: Barker antd IIol len bach, I 97o )). The corbnhited errors here are limiintedl to about 1 per-

Thle I lug' nl~ i[)(poilit IS calCUlated a~s discussed ah hoe. 1ihe pri nc-ipal uncertainties are thle projectile xci oci t (about 0.5
- 1 percent). the aserage value of the velocity plateau onl the V ISAR record, thle initial density. and errors iii the
assumed eqluat ion's of state for thle ancillary material s (atlumini0uml, l ith iu fuin Uoridle, ail(](%%Where appropriate) tanita lumi
or copper. Errors in ancillary material EOS have beetn taketn arbitrarily as I percenttitii stress at a gis et particle veloc-
itv, this iliux und(er state the error somnew-hat at stress levels ctAA -_ 4 GPa. w~here stretigth becomes itmpotrtatnt. Projec-
tile velocities are mieasured- by pins ( I or 2 indepetndent measuirements per shot) atid from the first (short) plateau inl
taite %e)ftetyistore uncertaite are taken as (0.5 percetit unless the spread of these readings justifies a lar!,er uncer-

tailiv Ofen hemos dificltuncertainty to assign is the (H-ugotliot) plateau velocity. Wheti there is anl apparent
step in tilue tmiddle, ant average value is taketi, wkith uticertai t ties sufficient to bracket both elevatiotus. If a high-ituped-
ance buffer is used, at cleatn step Imax' corresponci to aluminum ringing, and thle tss eles ations may be uisedl separately
(G radyv and Eurti iSh I Q88 X). A large hun ip at the end oltf thle plateau. as t'O a nf inl sOI le tests,. is 110ot intclIudetd inl a us

avrait.

As anl example, errors for l-lugoniot calculatiotns in at series of experitmetits oil a tuff are brokeii lft-iss aCCtI-(irille- t0
pritncipal causes iii Fig. 4. for each of the ft-ur Hlugoniot quantities. The principal contributiotns to oxerall Hugoniot0
uncertainuties atre projectile velocity and velocity plateau level for typical tests. The iiiitial denisity erro' is at far less

Test # 2 34 56 811 2 34 56 811 2 34 56 811 2 3 45 6 11
A) Proj. Ve0.) 7

A) Plat. Vel.)
AEOS (Wallace Al)

AEOS (A]iE( 1%lt )
AFOS (Li.F iF t I%)j
AEOS (A~lolAF LTtV/

LiE cy I Ik Stress Pairticle Velocity Sbock \'elocity Density

Fig. 4. Fract iotnal error CO~tri hut i ois to a tUflit II ug uiit et rC by ro an OtsLiS ricer-tailit eS.

tinportatit quatitity in this analysis. Release utncertaitnties are difficult to presenlt explicitly. We hate assessed- them by
perfitnim tiig perturbation-type analysis (Grady atid( Furnish, I1988). The prinicipal itincertaitities ibrokeri doss i as1
tibservables) are the projectile velocity, the plateau velocity (hence the Hugciuiot state). the profile timing relatis e it)
imlpact and the tittiiig of the calculated profile to the experimetital profile in the release interval. Other ulicertaintitie
are less impoirtaiti: ancillary material equatiorns of state (which tetid to "atucel iuit", initial density, armid saimple
thickness (which miay be measured very closely prior to the experimeunt. Fig. 5 sbosvs the effect., of perturbations of
the obsersed plateau velocity oti the reptorted release curve (Test # 5 for the material oif [-iiŽ. 4). A 2(; eirro iil plateau
velticity (taken fiere loosely as meaning abotut an 80 percent confidence interval) gives aipproxitnately a 4 percent
error tin/r- E(rt11/2)IF((T14 (nortmalized etnergy at half of the liugonit-t stress). This is for a typical test, ant- cart \sarv
dlependitng (in the oscillation amplitude of the VISAR record inl the plateau regiotn aiid tile existetuc'e/abseitce of suchi
anomaiilices as a two-plateau stiucture or a large bump at thle eud of the plateau. Similar analyses for erro-rs iii itmpacin
sc Inci ty. timnf g and( iii fitt ing thle release profile shos% 2 (it Cotr ibutionts of a bout 2 percent. I Per-Centi andt I pertcent.
respectis ely. The fitting errtir, of course, is diffictilt to estimate for the general case. Adding these iii quadrature. and
incluin~itg Simall unicertaituties for the other oliseivatblos atud] the ancillam v itaterials, aI total 3rv error iii Iof 7-I10 pert- cut
ft t a gis cii test Iltity be assuitmed

f itimijlt' ol Rev'erw B'atllkivi IOal

A- set of re crsc- ball is)it- ex perilm entts %%i,,a conmducted onii samtples of Indit-iana Liiimesttore 1814 S ~Poros ity b oth mixater
Saiturated and (dry ). 1Thiis im ateriat is nearlIy pure- ( a( ()1. These e xpermitnenmt's are chftoseti &s representa mis ill iistrut it 'u
(tf this iecc biquc1u. w hich has at%() been app lied to a wide x ariety of tutffs, grani te s, grt ilts, tother t-ar hona tes. ccLaiei-.m
singlc-crs stats arid nietals. Samtple siies xsere aboiut 7 Ciii tiaittete and 6 mini thick.

W,tce plitIles olu this liiiiest(Ile (fulls, saimaited 1 ai sltovotit ii ig. 6- Only pitufiles froni tests %%,ithi alunimim ('offers
tatd ciups atud lithiumii flutoritde vmttdt'',k sure slitiss i. Ilititmit "sasal cIlcmltet ltit'u)til te koIssI itShitck Sp~eedt in atiiiiulimilii

t0t the-st IMiPic I cttiiitittti timinpuct is /ero tunec)

II hiec featuires (fit itemest slituilti be noted. Ilt he jsic sx%,i\0eoTIIlt if Hg. 1 I his llox',et alitit,1ng Ol dIN'c is N141 sti'mtt1it1
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gap (in some cases of infinitesimal width) between the sample and the cup. A zerc-width gap can still cause such a
signature- any forward-running release will outrun a following reshock to give a finite-duration signature on the
observed waveform. This has a very minor effect on the calculation of the Hugoniot state. As well, it can be explic-
itly taken into account in the WONDY runs to determine release trajectories.

0.9
"Water-Saturated Limestone
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0 -r !I'

S0.3 (Ati
o

------------ 
--_ . . . . .. . . . . . . . ..

0.0
0 1 2 3 4 5

Time (/tsec)
Fig. 6. Velocity histories for Indiana Limestone

(18% porosity)

The second feature is the form and structure on tnc release. The overall release is dispersive (consistent for almost all
materials studied). This corresponds to a strong curvature in stress vs. volume space. Steps at stresses corresponding
to about 4.5 GP and 2.5 GPa (at the aluminum/lithium fluoride interface) appear consistently. Wavecode calculations
(Furnish, 1990c)show that these are consistent with a CaCO 3 Ill --- I transition (and a concomitant multiwave un-
loading structure), and not consistent with simple strength effects. Forward-ballistic experiments (Furnish. 1990c) and
theoretical calculations by Kerley (1990) suggest that a multiwave loading structure is not produced in these samples
due to the large initial porosity.

Finally, the irregularities in the long plateau almost certainly correspond to sample inhomogeneities. We have not
observed such irregularities for homogenenos samples.

Hugoniot values with uncertainties and release curves are plotted in Fig. 7. Theoretical curves are due to Kerley
(1990) The data strongly suggest that a hydration reaction (CaCO7 + 6H 20 , CaCOy6H 20 (Ikaite)) occurs during
shock loading to greater than 4 GPa. Release curves are very slightly hysteretic. Lower-stress tests show a two-part
release as required by the wave profile: for these different polynomials were used in the different stress ranges for the
U'grangian release modulus B.

Uncertainties shown are typical for this type of experiment, although the), tend to be slightly greater where very small
samples are used as on a two stage light-gas-gun (2.5 cm diameter and 4 mm thick).
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Fig. 7. Hugoniot points and release trajectories from reverse-ballistics experiments compared with
theoretical equations-of-state (Kerley, 1990) for Indiana Limestone (18% porosity).

In general, the geological, materials tested have been found to give slightly hysteretic releases (below the Hugoniot)
for stresses up to 40 - 60 GPa, and releases above the Hugoniot for higher shock stresses. If thermal effects alone were
operative (normal Mie-Grineisen behavior), these releases would consistently lie above the Hu oniot. Since the slope
of the release is related to the axial sound velocity at the Hugoniot state C., by C.= V(6a&/6e•) o , a steeper (more
hysteretic) release corresponds to a higher sound velocity. Sound velocity data at the HuVOni.t state of a zeolitized

tuff are shown in Fig. 8. For low Hugoniot stresses (to about 50 GPa), the observed sound velocities are higher than
those predicted for release along the Hugoniot, for high stresses they are lower.

25

2)

E:6 Upper curves and symbols:
-Y Lagrangian velocities

"15
Lower curves and symbols:

o10 0o Eulerian velocities

_0 Axial sound velocity is
-o C. = [v•u,/16• 1]('/2)

0 20 40 60 80 100 120

Hugoniot Stress (GPa)

Fig. 8. Sound (release) velocities observed for a zeolitized tuff.

As a check of the credibility of the WONDY method described above for calculating releases, releases were calculated
for archived waveforms from experiments with a thick aluminum flyer backed by vacuum impacting an aluminum
buffer backed by lithium fluoride (Hugoniot stresses of 50 and 90 GPa). The releases for these cases were above the
ttugoniot and agreed closely with those calculated by more conventional Lagrangian means.

FORWARD BALLISTICS METHOD USING VISAR

lDetails *4Technique

There are many situations where the reverse-ballistics configuration is unsuitable. For example, experiments with
refrigerated or heated samples, or fragile samples, must be done with the sample in the target. Any material tested
under conditions where a precursor (elastic or phase-transition) exists at a large fraction of the Hugoniot stress will
not give a simple centered release wave in a reverse-ballistics experiment; the precursor will reflect a strong release
wave before the plastic loading wave has finished traversing the sample. If the shock state of the precursor is not
known, the Hugoniot shock velocity and density cannot be calculated from the results of the reverse-ballistic experi-
nient. For these situations, a forward-ballistic experiment is required

The information available from such experiments varies with the particular experiment. I Isually it includes a loading
history (including strain rate and the shock states of any precursors), the Hugoniot state, either a reshock state or a
partial release state of the sample, and a release or recompression trajectory from this state. In some cases it is possi-
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Fig. 9. Forward-Ballistics Configuration (Gas gun adaptation shown)
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(b) Reshock(s) from sample/cup/impactor interfaces

ble to measure a release directly from the Hugoniot state.

Consider the conhiguration of Figure 9. This is the most practical geometry for use with VISAR since a window must
be used (free surfaces of geological materials are not adequate reflectors after shock arrival). Often a buffer is desir-
able or essential for studies of geological materials. It averages the effects of heterogeneities, provides better surviv-
ability for the reflecting surface during the experiment and protects the reflecting surface from chemical attack
during preparation. Very low-porosity materials (e.g. granites and marbles) may be used without buffers. The advan-
tage of avoiding the use of a buffer is that an explicit Lagrangian analysis method may be used to give relationships
between stress, strain, strain rate, particle velocity and wavespeed through compression and release (e.g. Furnish and
Chhabildas, 1992).

The best available window materials for use with geological materials are PMMA, lithium fluoride and fused silica
(although Z-cut sapphire may be used in its elastic regime below -12 GPa for extremely high-impedance samples
such as iron). If an inappropriate window is chosen, an excessively large reshock or a release wave is sent back into
the sample (see Fig. 9 releases labeled (a)) and the primary release is contaminated by the affected volume of sample.
In this respect. in-situ stress or particle velocity gauges hold advantages over VISAR diagnostics: sandwiching the
gauge between disks of the sample will give a perfect impedance match.

Available shock stresses may be increased by choosing higher-impedance impactors such as tantalum or tungsten
carbide. However, if an impactor of higher impedance than the sample or cup is used. the rtlease will be abbreviated
by the wave interaction leading to the reshock labeled (b) in Fig. 9.

Calculation of the Hugoniot and partial release/reshock states proceeds as illustrated in Fig. 10. For this configura-
tion, the Hugoniot state in stress/particle velocity space is calculated from the shock arrival time at the window
(hence the shock velocity in the material). Assuming there is no precursor, this state lies at the junction between the
line cT = (potu)Up and the aluminum release from the Al/Al impact state. This is based on the requirement that axial
stress and particle velocity must be continuous across an interface. If there is a precursor, both the shock velocity I U,
and particle velocity Up1 of the precursor state must be detemrined. Upi may be estimated from the observed inter-
face velocity after passage of the precursor, using the fact that the precursor state must lie on the line
(t1= (pt11Jsl)1.pi and assuming that a release of the same slope magnitude connects this state to the observed precur-
sot state transmitted into the PMMA. The IHugoniot state then lies on the intersection of the line a = oa+1Pp(Us2-
I ýP2 )I(0 p-Upi ) with the same aluminum release as before.This is depicted in Fig. II. If a buffer is used. care must be
taken to calculate the sample shock velocities correctly because the buffer shock transit times are different for the
precursor and final wave. For the experiment of Fig. 1(l the sample was immediately released to approximately half
of the Hugoniot stress by the release (a) (in Fig. 9). The stress/particle-velocity state of this release lies on the
I'MMA Hugoniot, as shown in Fiv. l0. The density of this state cannot be determined from this exoeriment because
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U X< Dolomite (p0 = 2.82)
Al/Al Imnpact Stater 0 Limestone (p0 = 2.70)

Al Releas U Limestone (p0 = 2.69)
CL ZA Limestone (p0 = 2.58)
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,"o~~~ Hueno -- Limestone H-*goniot

W) oz State (CO 3.98, S= 1.39,

V) :,ONp 2 .70)
A served Line a= (p0U~)U,

A ? ý 10o, Plateau
Velocity

0 - -- ~- . L -ý - - _

0 250 500 750 1000

Particle Velocity (m/sec)
Fl. 1ll. Calculation Of 11lugoniot and partial releasedt states for forward-ballistics experinment. Sample
used is a dolomlitized limestone (p1) = 2,786 gmt/cn ): alumninumn imnpactor and cup, PMMA buffer
and wýindlow: 100III ni/sec impact velocity

a Continuous stress/particle velocity curve fromn the H-ugoniot point to the partially released state is not available and
the necessary R iemnann integ-ration cannot be performied:

(5R, ~dl I I1

(IT - a-P ILI,) = "Re- (Eq. 2)

In this particular experiment, a lithium fluoride buffer and window might have been used in place of the PNINA. and
would have been a 'ietter impedance match for the sample. It would have caused a slight reload of the sample instead
of the marked release for PMIMA. For a lower-density sample. however, the reload would have been large for a lith-
tumn fluoride window and release properties f-rom this reloaded state could not reliably have been related to release
properties fromn the Ilugoniot state.

Al Hugoniot:
44,

To 'I1ugoniot State

Al Al Sample PMMA LPNINIA Hugoniot
Window.

Projectile

Configuration' Vol ocitv

Up' I platt I) Particle Velocity

Fig. HI. Calculation of Shock States, Forward-Ballistic. 2-Wave Case. Ný ienclature: Superscript S
refers to sample. subscripts I and 2 refer to first and second shocked states. '11 plat' refers to plateau
velocity. Observables are (I ) transit times of two waves, and consequent wave speeds (At,'~ and At,).
giving 1J>sl and U2 .(21 plateau velocities. [Jlt(11ttand Il~plaltl2), and (3) pro~jectile velocity. Note that

Uss2 is referenced to the compressed mnediumn: i.e. is Lagrangian.

Lt amph's of I)ata Ac quire'd 17Y the Fwrward-BaIiu/Itic Method

Two sets of waveforms acquired by this method are shown in Fig. 12 and wvill serve as exhibits. Both are for rela-
tively low-porosity carbonates: (lolornitized limestones (porosities 2-3(/() and a nonporous marble. The higher-stress
tests (condlucted on) the dolomitized limestones) generally show sharp shocks and flat following plateaus. The less
(lolomnitized samples (Jeffersonville) in general show Precursors. while the more dolornitized samples (L.ouisville) do
not, except at the lowest stresses. This is consistent with the smaller elastic-plastic velocity difference of dolomlite
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2000 . . . . . . . . . ...
20QPa -Jeffersonville
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O --------- Danby Marble 10 mm thick

> 500 a 500 . . ". . ..

0 "4 0 .. ." ,6 4 0 ,
2 4 6 8 10-1 2 4 6 8

Time (/,sec) > Time (jAsec)

Fig. 12. Wave profiles for Jeffersonville and Louisville Limestones (left) and Danby Marble (right)

relative to calcite (e.g. Grady et. at., 1976) and the effect of porosity in suppressing precursors. The pure marble sam-
ples show precursors and ramp loading waves.

As mentioned earlier, calculation of the Hugoniot state depends on an accurate measurement of time-of-arrival. We
are generally able to establish the proper timing of the trace to within 5 - 10 nsec using electronic fiducials generated
by a flush or rear-surface pin. The dominant uncertainty often arises from the ramp nature of low-stress waves.
Uncertainty in measuring the precursor plays a small role in this calculation. Uncertainties in the partial release states
(per Fig. 10) arise from uncertainties in the plateau velocity, the PMMA Hugoniot and the sample Hugoniot state.
For the present series, they are summarized in Fig. 13.

2 0 . . . . . . .. . . . . . . . . . . .
0 - Donby Marble
--- --- -D y Marble

(Skingl shock assumred)
15 0 Jeffersonvlle LS

A Louisville LS
......FB Releases

(Jeff., Louis.)
0 PrecursorsCL 1.

5 ~"

0 .4 .... :

0.0 0.3 0.6 0.9 1.2 1.5 1.8

Up (km/sec)
Fig. 13. Hugoniot and partial release states for Jeffersonville and Louisville Limestones and Danby
Marble. Curved releases are from reverse-ballistic experiments, straight are from forward-ballistic
(endpoints only are known).

CONCLUDING REMARKS

There are several limitations of laboratory techniques for characterizing the response of rocks to dynamic loading
and release. Any such method is limited by how well the samples represent the true rock, which may have larger-
scale flaws and variability. Equally important is the question of whether the loading waves in a geological event such
as a meteoroid impact are as sharp as the shocks produced in these experiments, and thus whether the physics of the
two environments is comparable. Questions such as the nature of phase transitions must be addressed in this context.

Within these limitations, several techniques have been developed that have considerable utility in characterizing the
response of hand samples of geological material and of various underdense materials to shock loading and release.
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ABSTRACT

Dynamic fracture at hypervelocity impact conditions was investigated in different materials using short pulsed
laser induced shock waves. All stages of damage evolution were identified for one dimensional or spherical

shock wave impact geometry. A new experimental method is presented to estimate the shock pressure decay in
materials. In the theoretical section we obtain the damage induced in the target, as follows: The shock wave is
modeled by an expanding stress front, which creates micro-damage in the laser impacted layer and extrudes a
bulge at the far surface. The calculated bulge geometry compares well with that observed by us for metal-
adhesive-metal sandwiches. The micro-defects coalesce into macro- damage or fracture by a mechanism which
is described by percolation theory.

INTRODUCTION

Shock loads can be generated by intense short time energy deposition. While in most high speed experiments
the impact time is in the microsecond range, laser pulse times are in the nanosecond regime. Thus, high
irradiance short pulsed laser induced shock waves offer unique experimental method to study material behavior
at conditions of hypervelocity impact in controlled laboratory experiments.

Absorbtion of laser radiation by a target takes place within a very thin layer near the irradiated surface. The rapid

temperature increase causes plasma ejection into the vacuum. This expansion drives a strong shock wave into

the material. The shock wave pressure Pa is related to the laser pulse intensity I. as Pa - 10.7 When this

compression wave reaches the back surface of the target a tensile wave of increasing negative amplitude is
reflected from the back surface or the interface in a multilayer structure. When this tensile stress becomes larger
(more negative) than the tensile strength of the target, spall occurs (Gilath et al., a,b,c,d, 1988, Eliezer et al.,
1990, Salzmann et al .,1988, 1989). Spall is defined as a planar separation of material, parallel to the wave front,
as a result of dynamic tensile stress components perpendicular to this plane. The various stages of material
failure were identified with increasing laser intensities from incipient spall, spall layer breaking and target
perforation for metals, alloys, composites, alumina and adhesive joints (Gilath et al., 1988, 1989, 1990, 1991,
1992, Eliezer et al., 1990. Salzmann et al., 1988, 1989).

EXPERIMENTAL

The high power Nd:glass system at Soreq N.R.C. (1.06 pm wavelength) is capable of delivering up to 1(X) J

energy in 3-8 nsec corresponding to 109 - 1014 Watt/cm 2 . The ablation pressures obtained on the target for the

above irradiances are in the range of kbar-Mbar. The laser spot was changed from small diameter beam (0.1

mam) to large spots (3 mm). By using a large spot compared to overall sample thickness, experimental

conditions can be considered as one dimensional; for focused beam, spherical shock waves are obtained. By

changing stepwise the laser intensities, the damage threshold till complete material failure can be obtained for the

two shock wave configurations. The spall was observed and evaluated by microscopy on sectioned targets.

Diagnostics of high pressures in the range of kbars-Mbars on a nanosecond time scale is still a challenge.

therefore calculations of these effects are achieved by large laser-matter hydrodynamic codes. These codes

require a full understanding on many parameters and are therefore a major effort. A new approach was found to

estimate experimentally the spall stress and the pressure gradient in different materials using the effect of laser

induced shock waves to produce spall in targets of different width (Eliezer et al., 1990).

27)
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Shock pressure dlecay ini different materials.

At incipient spall for different target w idths. similar shock parameters prev ail at 11%. rear side of the target
(l'liezer et iii., 1990). In thicker targets. higher energzies (pressures) have to he applied tin the front surface of the
target, to make tipl for thle energy and peak-press tre dec~ay ablation pressure) while the shock wave travels
through) the target. This pressure decay in the target. d~lds.X leads to a dependence of the threshold ablation
pressure oi thle target wvidth .wh il the fractuiire Sire ss is constant for the sanme imaten alI

The peak value of' the laser shock pressure (ablation pressuire) Pa. dependLs On the klaer intensitV If,, in a 1-1)

caise, in the fonin 0 I arrach I t aI.. 1 981, . hot r;ip•si ;t -u',. :984:

NiMbar) = ;I it,/nf(I

wkhere a-8 and (0.7 < ii < 0.S. Ift tie la ser spot is smnall compared to the target width, a correct ion for 2- 1) effects
should be used (I larrac h et al., I9 11. Thiis correctioni in the limit of Nyen. small spots t<(1.1I mm) reduces the
a blat ion pre ssture by a cottstan t factor of' 1 .8, %kit hotit ciati gi i11g it', I - 1) ill tenii si tv-dependence (Thomp son e t al.
I98t), A li near de pentdence was obta inied for the pie ssutre as a1 f[Intc t io of target thiic kntess for alIuminium,
copper. antI carbon fiber e poxy uni iid irect itonal cornposi tes for I -DI iminpact geornletry: (see I-i g tre 7). The
e~cx riminc ital ly de terminited spall pressure and pressure gratdients aire stitunarized fin Table I.

TFable 1. [lie spall pressture and pressuire gradient Table 2. Threshold laser energy for spall (F1-
in different materials, laser intenisity 01L an eabato

pressture (Pa for different target width (d).

Miateriail P1spa II Pgradietil
(k b) (kb/nm)

Copper 2(0 (18 d EL TL P

Aluminuiimn 25 60miii1) Mi (1014 W/Icni) (bar)

CF:Ieptixy (pecrp.to fiber) t 0.3 15

CF/elo~xv (parallel to fiber) 11 7 10)) 0.5 11+2 (0.47+0).1 2.4+0.4

0.6 15+2 0.64+0.1 3.1+0.4

1.0 49+5 2. 1+0.21 6.9+0.7

1.3 105+7 4.5+0.3 11.7+0.

Thc spall stress vaIlues for alturnirium arid copper obtained by this method are in good accordance with the
Va IC tiestiba ined by simutl at ion (El iczer etifa.. 19901)

The case for a 2-1) hemispherical shock wave, is sotiiew.hat different. The pressure deeay wkhile the shock wave
travels through the foil is miuch steeper. A linear relationship between the laser energy arid the cubic target
widthI was obtained for almun in ti n. The e xperinic n al data for Fi g. 8 canl be fitted by.

E1ý = Po d+E 0(2)

where P)0  45.3 i/tamn3 anid E01 = 4.9. and d is in tinit.

Sintce in th lie imit of a very snmall spot thle abl atiott pressutre dcepenrdence onl lie la ser i ntenrsityv is the samne as in
the IID case. then

(1 7 l F( I.7 ' 21 (3)

The gra phticalI repre senritat ion of this restilt foi alItiutimittui (based (on the nutimeric al valutes otl able 2) vielded:

1P,1 Nlbaru 6 .406o 2 .1 + 0.54. ýhere the distance tIhis in mim.
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THEORY OF LASER-DAMAGE MORPHOLOGY

Preliminaries

The theoretical analysis is concerned w~th the different types of damage present in the laser- irradiated target and
made visible in micro-photographs. The mechanical damage is due to laser generated shock, which results in
cracking of brittle compounds, or the creation of voids in ductile in materials and in the appearance of a spall
surface near the rear of a finite target. The types of damage can be classified according to their density and
connectivity as (a) fragmented. (b) connected and (c) sparse. Percolation theoretical concepts and numerical
simulations can be used to identify the various regions and to assess the energy requirements for the formation
of each zone, namely how much of the energy input present in the beam is expended on :!ie creation of the
damage. The sizes of the various zones are clearly linked to the variation of the laser power. The theoretical
prediction is found to agree with size-determinations obtained from experiments.

This theoretical effort forms a link between damage created at the micro-damage level under conditions of ultra-
high loading rates and the macroscopic showings of the damage, eventually reaching a local material-failure
stage (as in spall). The stochasticity of the micro-damage population leads perforce to a statistical approach.
which is provided in our work by the use of percolation theory. The damage development has three
interconnected stages: The propagation of stress-waves into the target, the creation of microdamage centers, and
the development of these into complete material failure (frequently. the fragmented stage).

Stress-wave development

I lere the treatment is based on a model for a stress wave in the target that is valid after an initial stage of laser
impact. The model leads to an analytical description of the pressure-wave intensity and, in the next subsection,
of the damage formed in the medium. For simplicity a point-like impact (rather than a planar one) was assumed
and the propagating stress-wave has a semi-spherical shape. More precisely. this shape becomes distorted
because of boundaries at the front and rear faces of the target.
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The stress-wNave propagatingr in [Ite medium (s, itiOut boundary effects) is shown in Fig. 9. The penetration

distance Zp/t of the stress-wave precursor as time t (where t = 0 signifies the start of the pressure wave) is

sho%,n in the figure and satisfies for t1 < t2 < t < ...

Zp(t I ) < Zp(t2 < Zp~3 ,

Though tihe medium may be compressible it is simpler to start with an incompressible target, for which one can
immediately write the equation of mass conservation and derive from it the following expression for the material
velocity fieid (namely. the material velocity Vi at time t and position r)

Vm(r.t) = (t-r/vs) Z2(t-ir (4)

where Z(=-Zp) and Z(-Zp) are the positions and velocities of the stress-wave front penetrating into the target.

is the sound velocity. We shall later see that the strain rate t plays a dominant role in the creation of damage.

It can be given using (4) and the relation

mr.0t) = ' trirmt/r (5)

[or a compressible material the previous relations, (4W - (5), become modified and " takes the form (Johnson,
1972. Perrett and Brass. 1974).

1d(r,t) = Vm(rt)/rl+ ý (compressible) 
(6)

in which the exponent ý satisfies

0O< =2 - n< 1 (7)

It is known that in certain materials

S- (0.2, n - 1.8 (g)

The presence of boundaries modifies (4). The change can be easily made for planar boundaries and by use of
the method of images. Ilere image sources of stress are placed at distances Z* such that the total stress field
(consisting of the true and image stresses) takes at the boundaries the values required by the boundary condition
(e.g., zero normal stress on a free surface, zero tangential stress on a perfectly rigid one). In Fig. 10 we illustrate
the method of images for a flat slab of thickness d. By the use of this method one gets the following expression
for the material velocity (with neglect of additional sources, whose importance is marginal):

, Z(f(r-z) Z (t*)(r*-z*)

Vr.t=I + Ir;- ] (9)

The In 16e i1 tihe rear face

With tihe approach of the stress wave to the far face ofthe slab, it bulge is formed that grows with time. This is
shown schematically in Fig. II.
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Fig. 10. Definition of symbols in the methodi of images. The symbols with asterisks relate

to the image source

Fig. 11. Schematic description of bulge development at far face of adhesive.

The bulge will continue to grow until there is either a perforation of the slab, or the stress wave expansion stops

because the available pulse energy is exhausted. The following illustration (Fig. 12) shows the bulge dimension
rb as function of 6rs, the distance of approach of the stress-wave front to the rear-face, obtained from

observations by one of us (I. Gilath) on epoxy sandwiched between Al layers. For energies exceeding 30 J, rS

is "negative", meaning that the stress wave transpasses the original rear plane boundary. In this situation our
theory requires extension. For positive values of 8rs the experimental data, shown in Fig. 12 by crosses, are
quite close to the values (represented by dots) that were obtained from our theory of stress wave expansion
with some simplifying approximation.

In Fig. 13, one sees the bulge at subsequent times as obtained by calculating the predictions of the model. The
computed bulge differs somewhat from those seen in laser-pulse experiments: The computed contours are
excessively peaked near the center and extend so far in the wings. The source of the discrepancy is probably
that the elasticity of the metallic layer (that borders on the adhesive layer) has not been properly included in the
model.

Soo

200
x

e o00

X ×

I I
5 10 20 so 100

Fig. 12. Bulge height rb against distancc of approach 8rs of the stress front to the rear slab surface.

Computed values (dots) are compared with experimental data-points (crosses). taken from
adhesive bulges in laser impact with different energies on metal-adhesive-metal sandwiches.
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Fig. 13. Bulge shapes at subsequent instances. The bulge contours correspond to the advancing
pressure fronts drawn with the same lines.

Dynamics of defect- formation

The rate of energy deposition in the region of the expanding stress-wave is given by

DQ

t= P, 27tZ 2vm (10)

where Pr is the radial stress on the expanding sphere. Vm is the material velocity and Z the radius of the sphere.

Assuming that (before defect formation) all the energy is expended on the motion of the particles of the slab
(this includes strain waves, elastic or otherwise, and even thermal motion of the atoms) we obtain for the energy
investment up to time t:

Q(t) = P- PT Vm(rt)d r (11)

where PT is the target mass-density and the integration is over the target volume (Yatom and Ruppin, 1989).

Clearly, the integrand

1 2
-PTVm(r,t)

is the energy density. If we consider a small portion in the target (say of linear dimension a that is much
smaller than the target size), we )bserve that the velocity Vm(rt) contains both the center of mass velocity of the

small volume (of the order a3) and the relative velocities in this volume. The latter is r ý(r,t) (e being the local
strain rate) and it is this part (rather than the full velocity Vm) that causes fracture. Suppose now that defects of

size a are created. Then the deformation energy that goes into defect formation is

1/2 PT a2 i 2 (rjt) (12)

On condition that the strain exceeds threshold for permanent defect formation. (The threshold differs for
compression, tension or shear.) Let us now suppose spherically shaped defects of size a and number density
na, where both quantities depend on position r and time t. Following the approach of Grady (1978) and Glenn

and Chudnovsky (1986) we can write the energy density input in the creation of defects as:

27t/5 na(r,t)PT t2 (rta 5 (rt) (13)

We can equate this to the energy density of formation of free surfaces, namely:

2n Pa a2 (14)
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where y is the energy for creating a unit surface. Further using (4) and (5) we obtain the characteristic size a of
the defects as:

a(rt) = (5y/pT t2(rt)) 1/3 = (5y/PT) 1 /32 p(t)Zp2(t)0- 1/3 r 2 (n+ 1 )/3 (15)

This leads to the following functional relation for an incompresible target, n=2:

a(r,t)o( r2 (16)

The number density of defects is obtained from equating (13) or (14) to (12)

1 5/35r' 5 FPT 1i0/3 2n'(r,t) = 45 rI2 5 r

(17)

- 5 F pTI" 0/3 4/3-10/3n

4n - y- Z(t)Zw(t) r -

which gives for an incompressible solid: na(r.t ) r-8

Structured damage in brittle materials

We now describe the defect morphology with a percolation model on a three dimensional lattice. (The model
does not impute a lattice structure to the target material, only enables the defect statistics to be made in a discrete,
countable manner. Later we go over to a continuous limit or potential defect sites). Supposing a brittle solid in
which circularly shaped cracks can be prescribed on the faces of a cell (of size 2a x 2a) in a simple cubic lattice,

let us denote by G the number of cells (of size 8a3 ) in the target. Then the number of faces (of area 4a 2 ) is (6/

2)G = 3G. The number of actual (rather than potential) cracks is 8naa 3G (supposing that each crack is placed on

a single face. The occupation probability is the ratio of actual to potential crack numbers, or

8naa 3/3 (18)

which represents the occupation probability (conventionally denoted by p) on a discrete lattice. In a continuum
we have to take into account the "Lebensraum"or excluded volume of one planar crack (or plaquette) with

respect to another, given by 8a3 , and we obtain the following probability for the crack occupation:

8 -2

p= I -e- 3n.a = I -e -cr- (19)

for an incompressible lattice, where C is a constant. Interpreting the above results, we note that for low values of
r the cracks will mainly be isolated, for somewhat higher values but still lower than about :/3 - PCI (the 3D

percolation probability) the crack system will be complex but non-pervasive (over the whole target), for values
of p between PC1 and PC2 (- 2/3) chains of plaquette-complexes will span the whole material space but will not

yet fragment it. Fragmentation will occur for p > PC2 (Aharony et al., 1986) In this region the characteristic

fragment sizes (or coherence distances) ý will depend on the occupation number through

, - (p - pc2)V2 (20)

where the critical index V2 - 0.88. The quantities a, p. 4 all depend on distance r, and time t, as shown earlier in

the development. The fragment sizes are distributed in a manner described in percolation theory. For finitely
sized targets one needs to apply finite size scaling (Stauffer, 1985). For a non-uniform, space varying stress
distribution the fragment-size distribution is affected by the finiteness of the region where p - PC2 and is

calculated as described by Murat etal. (1980).
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Ductile Failure

Here one needs to modify details of the percolation approach. The disconinuities formed by the stress are
mainly soids. Let their characteristic radii be denoted by a. The space and time variations of a and of na are as

before. The Occupation probability p is calculated as follows: Suppose that voids arise at lattice points of an

FCC lattice. Then in G cells (each of volume 16 \12 a3) there can be 4G voids. In actuality the number of voids

on the lattice is 16 ',/2 naa 3G and the site occupation probability4-i2 naa3 = 5.66a 3 na. In a continuum, where

there is overlap of voids, tile Occupation probability is

p= -e 6 '3n, (21)

If we start with a BCC lattice

p 1-e-6. tIa3n,

Obviously the difference is small. The critical void occupation probabilities are for a pervasive void-chain
I - .. ,:and for a void-complex that is dense enough to fragment the target PC2 = 1 - PCI = 0.689.

Substituting this value in the left-hand side of (21) yields the critical value of the void density n [as in Eq. (17)J

and the times and positions in the material where fragmentation will occur.

CONCLUSIONS

It can be concluded that short pulsed laser induced shock waves is a very suitable method to study material
response at hypervelocity impact conditions. All stages of material failure were identified from incipient spall
through complete target penetration.

One dimensional and hemispherical pulsed laser-induced shock-wave experiments confirmed the expected spall
formation and the theoretical decay of the ablation pressure in different materials.

The modeling of events that take place upon laser impact in the ablated region of the material requires a
knowledge of many details, inclutding equations of state under widely ranging pressure conditions. Here we
have shown that beyond that region, tile pressure pulse wave can be calculated in a simple way and the bulge
development estimated in a way that is supported by experiment. The extent of micro-damage can be estimated
as function of position in the target and of time. A theory of percolation can describe the development of the
micro defect population into large scale macroscopic damage, perforation of the impacted target and (eventually)
fragment formation.

Research partly supported by USAFOSR Grant Number 89-0374.
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ABSTRACT

It is pointed out that the large strains produced by hypervelocity impacts can be expected to
produce dramatic changes in the chemical bonding (electronic structures) of materials. This
will change the mechanical behavior towards increased ductility when a semi-conductor is
compressed until it becomes metallic; and towards increased brittleness when a transition metal
is expanded so as to localize its d-band electrons. Both isotropic compression (expan-
sion) and shear strains can cause these transformations. Critical deformation criteria are given
based on the observed cubic to tetragonal transformations in compressed semiconductors.

INTRODUCTION

Ideal impact deformations begin with uniaxial compression. As shown in Figure 1, this consists
of a combination of a volume change (isotropic compres-sion) and a shearing distortion. In
plastic materials, if the yield stress is exceeded, the stresses causing the shear distortion wili
tend to relax. This requires a finite amount of time which depends inversely on the difference
between the local applied stress and the yield stress. The relaxation time is finite because the
process requires dislocations which have finite inertial masses to be generated, multiplied, and
moved.

II .. I 'i - - I- If l"

IL I

Figure 1 - Uniaxial shock compression induces both dilatation and shear in an impacted target.
Left - target before impact. Middle - target compressed uniaxially (deformation
consists of a combination of volume reduction and shear). Right - Shear strains
relaxed, only volume change remains.

As a result of the interaction of impact-generated compression waves with free surfaces and/or
other interfaces, large amplitude rarefactions may develop. These will put the material into a
state of uniaxial expansion. The deformation consists of a combination of isotropic expansion
ai.,J shear, but with the signs reversed. In strong impacts the strains in the compressions and

2')I
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expansions are large, so shock fronts develop in the compressive case and instabilities (spalls)
develop in the expansion case.

The local strains may far exceed the usual elastic range. This is illustrated by the schematic
shock front of Fig. 2 where the deformation starts at zero on one side of the front passes
through an indefinitely large maximum at the front and then becomes Al/I = 1/2 on the other
side. Such large strains can be expected (in some cases) not only to distort the pattern of
atoms in a material, but also to cause enough distortion of the pattern of electrons (bonds) to
induce electronic phase transitions. These transitions will in turn cause changes of the
mechanical behavior. Note that even when the shear strains relax quickly behind the front they
are very large within it.

Figure 2 - Sharp shock front moving from left to right. The structural pattern is the same before
and after, but at the front there are large shear distortions and a high concentration
of broken "bonds" (that is, of interface dislocations).

STRAIN-INDUCED TRANSFORMATIONS

It will be shown that both compressions and shears can induce transforma-tions. Both crystal
structures and transport types (semiconduction to metallic conduction and inversely) may
change. Specific (albeit approximate) criteria for these transitions will be given, and compared
with the available experimental data.

After an electronic transformation has occurred the material may become more ductile in the
compression case; or more brittle in the tension case. Thus these transformation are relevant
to hypervelocity impact phenomena because they can dramatically change the flow and
fracture behavior. As an example, silicon which is normally as brittle as window glass becomes
as ductile as a soft metal like lead. On the other hand a very ductile metal like copper when
subjected to a strong rarefaction may exhibit cleavage-like fracture.

In the compression case (metallization), the change in mechanical proper-ties results from
delocalization of the valence electrons. This enhances dislocation motion in the material by
allowing the dislocation cores to spread out along the glide-planes. Prior to the transformation
the atoms of the material are connected by very localized covalent bonds which localize and
immobilize the dislocation cores.

In the expansion case, the s-band electrons of a metal are not expected to be affected much,
but the electrons in the d-bands may become more localized. This may inhibit the motions of
dislocations which may make the material more brittle.

Both of these effects mean that the properties of the material in the highly strained state may
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be substantially different from those in the unstrained state. Furthermore, they may not be
directly deducible from a knowledge of the initial state of the material. In some cases they must
play a significant role in the behavior of materials that are subjected to hypervelocity impacts.

All materials become metallic at sufficiently large compressions. However, the transformation
strains are smaller for semiconductors than for large band-gap insulators; so this discussion
will be limited to the former.

COVALENTLY BONDED MATERIALS

The most straightforward case is that of covalent bonding. This type yields open crystal
structures (the diamond structure is the prototype), and to chemical bonds with distinct lengths
and bond angles. Changing the lengths or the angles causes increases in the energies of the
bonding orbitals, and decreases in the energies of the anti-bonding orbitals. In the language
of solid-state physics, the valence band-edge increases in energy, while the conduction band-
edge decreases. Thus the energy gap decreases (for large strains; in some cases it increases
for small strains). When it vanishes, the electrons at the top of the valence band become
delocalized, and the material is said to have metallized.

In general both dilating and shearing are asymmetric. Lengthening a bond is clearly not the
same as shortening one. Shearing may be symmetric, but often it is not. For example,
increasing a right angle making it obtuse is not the same as making it acute by decreasing it.
On the other hand increasing, or decreasing, a 1800 angle is sNmmetric. Thus, depending on
the sense of a particular deformation, the electrons may beconme either more, or less, localized.

It is well-known that insulators become metallic if they are compressed a critical amount
(Cottrell, 1988). Volumetric compression criteria for this transition have been proposed by
various authors, starting with Herzfeld (1927); and later by Mott (1949); and further developed
by Edwards and Sienko (1983). The proposed criteria which are well-corroborated by
experiments are based on changes in the overlapping of atomic wave-functions as compression
occurs. That is, on changes in bond-lengths. However, in the case of semiconductors, there
is substantial experimental evidence that bond-angle changes are more important than length
changes. In open structures, either bond-length or angle changes can cause the overall
volume changes that have been reported as experimental results.

One pertinent fact is that uniaxial comrr-'sion (a combination of dilatation and shear strains)
induces the transition to the metallic state -t much lower stresses than those required for triaxial
compression. This has been noted in passing by various authors, but largely ignored. In the
case of silicon the difference can be 40% or more, so the effect is not small (Gupta and Ruoff,
1980). Further evidence is provided by the crystallographic data to be presented here.

COVALENT ELEMENTS

A prototype transformation for semiconductors is the conversion of the diamond-framework,
tetrahedrally-bonded crystals (Group IV, Ill-V, and II-VI s,"'stances). For eight ,',, ý known
cases this converts the cubic diamond-framework into the tetragonal P-tin framew,. ,, (Fig. 3).
In the latter structure, the crystals are metallic (for tin itself the resistivity is not isotropic, being
different parallel and perpendicular to the tetragonal axis).

The crystallographic data (Table I) show that the observed shear deformations of the bonds,
Ae/0 are numerically much larger than the bond compressions -Al/I. Thus, the bond-angle
changes are much larger than the bond-length changes. The angle changes reduce the
symmetry from cubic to tetragonal. These crystallographic facts indicate that althouqh these
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Figure 3 - Schematic relationships between the diamond and p-tin frameworks. For Sn: e0
109.50; e I= 149.5o; 62 = 94'. Note that the "boat-ring", ABCDEF which has equal
sides and equal angles in the diamond framework becomes the ring A'B'C'D'E'F'
which has equal sides but two sets of three angles in the p-tin structure. Also note
that the next-nearest-neighbor distance, c, in the p-tin structure is 3.18 A, compared
with 3.01 A for the nearest-neighbor bond length.

transitions are commonly said to be "pressure-induced"; in reality the whole deformation tensor
governs them, not just the isotropic compression scalar. Thus they are "deformation-induced";
or perhaps shear alone induces them.

Several of the other Ill-V compounds transform to the rock-salt, instead of the p-tin, structure.
This can also happen through shearing, but will not be discussed here because it is not as
straightforward as the P-tin case.

As Musgrave and Pople (1962) have pointed out, the G-tin framework can be reached by
compressing the diamond framework along its cube edge while allowing it to expand laterally
(Fig. 3). The elementary deformation consists of compressing a tetrahedral bonding unit along
an axis that passes through its center and bisects the opposite edges; plus the topological
constraint that "bond rings" such as ABCDEF which becomeq A'B'C'D'E'F'are conserved; i.e.,
they remain closed. In order for them to close while the nearest neighbor bond leigths -emain
equal, the ring symmetry must change from three-fold to two-fold. This occurs more readily
than symmetry preserving triaxial compression because the bending force constants are
substantially smaller than the stretching constants.

For tin itself, the fractional changes in the crystallographic parameters are given at the top of
Table 1. Since the contraction of the c-axis is nearly twice the expansion of the a-axes, the
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Table I

Per Cent Changes During the Transformation of the Diamond
to the B-Tin Framework (Elements and III-V Compounds)

Lattice Parameter (A) Bond Bond Cell

-tetragonal cells- Length(A) Angles Volume

a C d [ (deg.) , V

Sn +27.4 -50.9 +7.9 +37; -14 -20.3

Ge +22.3 -52.4 +3.2 +35; -14 -28.8

Si +22.0 -52.4 +3.4 +36; -14 -29.1

C (+22) (-51.9) (+3.2) (+36;-14) (-28.6)

InSb +20.9 -51 46.8 +37; -14 -22

GaSb +24.1 -51.8 +4.9 +36; -14 -25.8

AlSb +24.1 -52.8 +4.5 +37; -14 -27.6

InAs +22.0 -57.0 +2.7 +39; -15 -36

GaP +22.5 -54.7 +3.4 +38; -14 -32.1

Table data references:
Sn, Ge, Si - Landolt-Bornstein Tables

C - Estimate of uniaxial transformation strain from 0. Nielson,
Phys. Rev., 34B, 5808 (1986).

InSb - R.E.Hanneman, M.D.Banus and H.C.Gatos, J.Phys.Chem.Solids,
2.5, 293 (1964).

InAs - J.C.Jamieson, Science, 139. 762, 845 (1963).
AlSb - M.A.Baublitz and A.L.Ruoff, J.Appl.Phys., 53, 6179 (1982).
GaSb - C.Yu, I.L.Spain and E.F.3kelton. Sol.St.Comm., 25, 49 (1978).
GaP - A. L. Ruoff and M. A. Baublitz. PhysSolids High Pressure, Ed.

by Schilling and Shelton, North-Holland Publ.Co., p. 8 1 (1981).

volume change is modest. A point that is particularly noteworthy is that the fractional bond-
angle changes are much larger (5-10X) than the bond-length changes. Furthermore, the table
indicates that the critical bond-angle change (and therefore the critical bond-angle) is essentially
invariant for all eight of the known cases. Also, the bond length changes are small in all cases.
Thus the crystallography as well as the mechanics indicates that shear predominantly induces
the transition; not isotropic compression. It will be shown shortly that this is also consistent
with the theory of chemical bonds.

Notice that the first nearest-neighbor distance in the P-tin structure is 3.01 A. while the second
nearest-neighbor distance is 3.18 A. So the difference is only 5.6%. This has led many authors
to assert that the coordination number is 6, rather than 4, in G-Sn. However, conservation of
orbital continuity requires that it be 4 as suggested by Fig. 3.

It has become commonplace to discuss these semiconductor transitions in terms of energy vs.
density diagrams (Yin and Cohen, 1980), but Fig. 3 and the text above indicates that this
obscures the nature of the change. The change is primarily one of shape; and only secondarily
of specific volume. The same comment applies to other substances. For example, it applies
to the transformations in silicates and phosphates which also involve covalent bonds. In such

cases, volume change is not an adequate descriptor of either the structural, or the energetic,
factors.

Little is known experimentally about the state of deformation at the start of the transformation.
Typically, only the "pressure" is reported: and/or the "volume". But it is not clear whether the
material still has cubic symmetry; and to what level of precision.

BOND-BENDING CRITERION FOR TRANSFORMATION

A simple criterion for shear metallization can be derived from Pauling's original (approximate)



theory of the chemical bond (Glasstone, 1944). In the most simple version of this theory, the
form of the wave-function for a hybrid sp 3 orbital is (angular dependence only; the radial part
is assumed to be unchanged by hybridization):

V, h = 1/2(1 + 3cose)

where e is the angle with respect to the direction of the bond. The first term
represents the s-part of the orbital while the second represents the p-part. The bond energy
is proportional to the square of this; and the anti-bonding orbital has a similar form except that
its energy decreases with increasing bond-angle. The energy difference, or gap, between the
bonding and anti-bonding energies decreases toward zero as the bond angle increases from
its initial value. The gap becomes zero when the bond angle becomes 148.50 which is close
to the 149.50 observed for tin. The excellent agreement may be fortuitous, but the calculation
illustrates the principle that there is a strong dependence of bond energy on bond angle, and
that there is a critical angle at which the bonding becomes metallic. Numerical band-theory
calculations are consistent with this (Chelikowsky, 1987).

Further support can be given to this geometric criterion by showing that it yields the correct
energy condition. That is, by showing that the work done in changing the bond-angle equals
the energy needed to close the energy gap.

Imagine a bond of length, b that is held in place at one end and acted on by a tangential force,
f at the other end. The force tends to change the bond angle, e, and is resisted by a bond-
bending force-constant, k0 (d-cm). For a small change of the angle, the incremental work, dW
done by the force is: fbde = keede. Integration yields: W = K0 (AO)2 /2

and since the observed value of Ae is 0.7 radians, W = ke/4. This is to be compared with one-
half of the energy gap ke has been defined in various ways, but most convenient is Harrison's
(1980) definition: ke = (3b 3 /8)(C1 1 - C 1 2 ) which relates it to the standard elastic constants, Cij.
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Figure 4 - Work required to bend bonds from their initial tetrahedral angles up to the critical
transformation angle plotted against the average energy gap of the material.
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If the bond-bending hypothesis is valid the force constant should be related to the band-gap,
and Fig. 4 shows that indeed it is. Thus, as the gap increases, so does the force constant, and
the angle change needed to close the gap remains approximately constant.

CONSEQUENCES OF METALLIZATION AND HYPERVELOCITY IMPACTS

For states of uniaxial compression such as those experienced in the inertial confinement of
strong shock waves, or in the confined static compression of indentations, bond-angle changes
are accompanied by bond-length decreases, and metallization is induced by the combination.
However, since the stretching force constants are much larger than the bending force constants
(by a factor of -4) they provide most of the resistance to the loading, and bending
accommodates most of the deformation. This may account for the correlations that have been
found between transformation pressures and indentation hardnesses (Gilman, 1992). An
example of this correlation is shown in Fig. 5. This indicates quite strongly that there is a
connection between flow under conditions of high deformation and electronic transitions in
these materials. It should then be expected that hard materials that are impacted at
hypervelocities will transform through delocalization of their bonding electrons into states that
will flow more readily than might otherwise be expected.
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Figure 5 - Insulator-metal transition pressures correlated with Vickers hardness numbers (VHN).
The correlation suggests that bond-bending plays an important role in both
processes.

If it is accepted that shear can induce metallization, there are implications for many situations
that do not appear to have been appreciated in the past. These include: point-contact diodes
and transistors (Clarke et al.,1988), various allotropic transformations including those involving
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the d-shell bonding in metals, chemical reactivity by facilitating electron-transfers(Gilman,
1992), the core structures of dislocations and dislocation-dipoles, the mechanisms of machining
and grinding, Mode III crack propagation, reversible compression-induced transitions in silicate-
like frameworks, impacts and shock fronts, friction and wear phenomena, and indentations
(Gilman, 1992).

In the last case, a dramatic photograph has been obtained by Pharr, Oliver, and Harding
(1991). This shows material extruding out from under a diamond pyramid as it indents silicon.
An interpretation is that the compression created by the indentation has metallized the silicon
locally thereby allowing it to extrude like a metal. This observation has led to the proposal that
this is a common phenomena when similar states of deformation are present.

A connection between impact yield stresses (Hugoniot elastic limits) for hard materials was
demonstrated by the author previously (Gilman, 1970; 1975). The connection is illustrated by
Fig. 6, In the light of the evidence presented here for the sp 3 bonded semiconductors, it is
natural to wonder whether impact has a large effect on the electronic (bonding) structures of
hard compounds like B4 C. Does the Hugoniot elastic limit represent a phase transition? Or
does it represent the stress needed to move low mobility dislocations? What is the role of
shear deformation compared with that of isotropic compression? How might one answer these
interesting questions?
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Figure 6 - Relationship of dynamic (explosive impact) yield stresses to static yield stresses (from

indentation hardness) for various hard compounds. The ratio of these yield stresses
to the elastic shear stiffnesses for these compounds is the same as for those of
Figure 8. The data are from C. F. Cline.

Since all solids become metallic when compressed sufficiently, they will all metallize at
sufficiently high impact velocities. So the question is not whether hypervelocity impact causes
changes in the electronic structures of solids (or liquids); the question is when? And when
does shear deformation facilitate the process?

The velocity needed to transform silicon, for example, in an impact with itself is about 1.3
km/sec. This assumes a critical strain of about 0.2; a bulk modulus of 2.24 Mb; and a specific
gravity of 2.33. For SiC the critical impact velocity is about 1.6 km/sec. Thus the
transformation can be expected under typical hypervelocity conditions.
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INSULIZATION, THE INVERSE OF METALLIZATION

For tensile states of strain in metals, metallization is not expected, but the inverse; that is
"insulization", is. It is expected that insulization will be deformation dependent (i.e., dependent
on both dilatation and shear). This would change the metallic bonding from a delocalized
mode to a localizpd one. Therefore, it might well play a role in such phenomena as crack
propagation in which large tensile strains exist near crack tips. It might also account for why
the spalling of metals that is associated with strong reflected shock waveq is often very
localized. And it may account in part for the weakening effects of large concentrations of
dislocations; as well as the hardening effects of dilatational dislocation dipoles in metals.
Localization of the bonding would be expected to have a strong influence on the microscopic
mechanisms of these various phenomena.

Bonding in most of the metals that are used to build engineering structures is associated with
interactions of the d-type electrons (3d, 4d, and 5d). These interactions are responsible for the
high cohesive energies, the high stiffnesses, and melting points of the structural metals.
Ductility in these metals is associated with small (relatively) shear moduli. That is, with low
values of the ratio of the shear to the bulk modulus (Gilman, Cunningham and Holt, 1990).
This, in turn, is related to delocalization of the bonding electrons, particularly the d-electrons
since the s- and p-electrons contribute relatively little to either the bonding or the shear
resistance. These comments apply to the pure metals; alloying may also play a crucial role.

One manifestation of the importance of the d-bonding is the fact that iron cleaves on its (100)
planes rather than the most close-packed (110) planes. Another direct manifestation is the role
that it plays in determining dislocation mobility in the "hard metals"; carbides, borides, and
nitrides (Gilman, 1970).

The d-orbitals tend to be more compact than the s- or p-orbitals so only their tip regions tend
to overlap in transition metal crystals (Cottrell, 1988). The more the overlap the more the
delocalization. Thus, if such a crystal is extended so the overlap is reduced, localization (and
bond directionality) increases, and properties such as dislocation mobility tend to decrease,
while crack tip localization tends to increase.

The standard localization parameter is called the "hopping Integral" which measures how fast
electrons tend to hop from one atom to another (Cottrell, 1988). In other words how readily
they move away from any particular locality. For the strongest d-bonds (called dda-bonds), it
has the following form: hopping integral =/3 = -2.4 w (rs/b)5

where w = d-band width, r Wigner-Seitz radius, and b = bond length. The inverse fifth-
power dependence of /3 indicates that small extensions can cause large increases in
localization. For example, extending the bond length by 25% decreases the hopping integral
by a factor of -3.

Very large extensions of metals will convert them into insulators when the s and p-electrons
become localized. However, these extensions are so large that they will rarely be consequential
in practice. However, localization will tend to increase shear stiffness relative to extensional
stiffness, and this will change the overall mechanical response.

POSSIBLE ROLE OF DELOCALIZATION IN DISLOCATION MOTION

Hard materials may be divided into two hardness classes; intrinsic and extrinsic. The extrinsic
ones are those in which dislocations move readily through perfect crystals of the base
composition, but are inhibited by defects such as other dislocations, dipoles, impurities, grain



boundaries, and precipitates. Most crystalline metals and many ionic compounds belong to
this class. Intrinsic ones are those in which dislocation mobilities are low even in perfect
crystals. Examples of these are semiconductors, interstitial metal compounds, and metallic
glasses. In the intrinsic class, the behavior suggests that electronic structure plays an
important, and intrinsic, role. Some of the facts leading to this conclusion are:

a. the correlation between the thermal activation energy for dislocation motion and
electronic energy gaps (Fig. 7) (Gilman, 1975).

b. the large ratio of the hardness number and/or the Hugoniot elastic limit to the
elastic shear stiffness (Figs. 6 and 8) (Gilman, 1973).

c. the connection between the critical transformation pressure and the hardness number
(Fig. 5).

d. the influence of light and other electrical disturbances on hardness, and plastic flow,
including surface effects (McColm, 1990).
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Figure 7 - Activation energy for the motion of dislocations versus the minimum energy gap for
various covalently bonded crystals.

The connection between the mechanics and the electronics occurs through the bond-bending
effects at the cores of dislocations and cracks. On the glide plane of a dislocation, the shear
strain is a maximum at the center of the core and falls away to zero on both sides. At the
center, if the spacing of the glide planes is h, and the Burgers displacement is 6, the maximum
shear strain is 6/2h.

Then, taking semiconductors as an example, in the diamond framework h = b, and
6S = 1.63 b, so the maximum strain is 0.82 and the bond-bending angle is the inverse tangent
of this or 39.20. This plus the tetrahedral angle (109.5°) yields 148.7' which is the angle at
which the energy gap closes. Closing the gap is equivalent to "breaking" the bond, and being
an irreversible process, it limits the dislocation motion. Similarly, it is equivalent to the band-to-
band tunneling process that was proposed previously (Gilman, 1975) to account for low-



.uralli/a' ,, and inulh/ation during impi't 3MI1

temperature dislocation mobility. At higher temperatures, it is expected that phonons will assist
the bond-bending process, thereby increasing dislocation mobility.

Impact loading causes countervailing effects which complicate interpretations. On one side,
the high strain-rates minimize the time available for strain-relaxation through dislocation motion
and multiplication. On the other side, high stresses tend to be present which delocalize
bonding electrons and thereby enhance mobilities.
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Figure 8 - Showing that the ratio of the Vickers hardnesses of a variety of tetrahedrally bonded
crystals to their elastic shear stiffnesses is 1/6. Thus the corresponding ratio for their
shear flow stresses is =1/18.

CONCLUSION

Evidence has been presented showing that the large shear deformations that occur during
impact can cause semiconductors to transform into metals. Thus materials that are normally
quite brittle can become ductile. Their yield stresses can decrease dramatically. Criteria for
this phenomenon are given that are derived from the theory of chemical bonding, The
transformation occurs when covalent bonds are bent from their normal angles by a critical
amount (for tetrahedral bonds, when the bond angle goes from 109.50 to 149.50). Compression
must also be present.

Expansion causes the opposite of metallization; namely, insulization. That is localization of
bonding electrons. This may be important in the behavior of expanded transition metals.
Localization of the bonding d-electrons will modify the behavior of dislocations and cracks in
these expanded metals.
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NONSTEADY PENETRATION OF LONG RODS INTO SEMI-INFINITE TARGETS

F. 1. GRACE

U.S. Army Research Laboratory,
Aberdeen Proving Ground, MD 21005-5066

ABSTRACT

This paper describes a new one-dimensional theory of nonsteady penetration of long rods into semi-infinite targets.
The target is viewed as a "finite mass" that resides within the semi-infinite target space. Thus. an equation of
motion for the target was constructed so that together with erosion and penetrator deceleration equations,
expressions for penetration rates and depths were obtained. Forces acting on the target and penetrator are defined
in terms of only ordinary strength levels usually associated with dynamic properties or work-hardened material
states. Also, the concept of critical impact velocity was used to establish the onset of penetration in this
formulation. This penetration equation corresponds in exact form to hydrodynamic theory in the limits of small
strengths and/or high impact velocity. Results for penetration rates agree well with hydrocode calculations, and
predicted penetrations agree with experimental data over an impact velocity range of 4-5,000 m/s.

NOTATION

A empirical constant
Ap, At rod and target cross-sectional areas
C0  sound velocity
d rod diameter
f, g empirical functions

/0, 1, la' lb initial, intermediate and final rod lengths
Mp. Mt intermediate rod and target masses
P depth of penetration
Q angle related to velocity ratio
Sp, St strengths of rod and target
t time
U,. UI Uc, Uh initial, intermediate, critical and hydrodynamic penetration velocities
vs , v.vc initial, intermediate and critical rod velocities
x(, x initial and intermediate target lengths
(X constant related to erosion rates
"7 square root of density ratio
Pp. P1  densities of rod and target

INTRODUCTION

Current descriptions of long-rod penetration contain combinations of simple theories and complex models. These
often attempt to include appropriate material strength effects. For example, Belyakov et al. (1962) extended the
Poncelet approach for soft targets to short penetrators striking solid targets. More recently, Dehn (1987) developed
a unified theory of penetration that addresses, in principle, short and long penetrators and wide ranges of penetrator
and target characteristics through various assumed force laws. In nearly all such cases, it has been necessary to
include empirical adjustments in the application.

Another approach for penetration of long rods developed from hydrodynamic theory of jet penetration. For this,
Birkhoff et al. (1948) successfully applied Bernoulli's equation for steady streamline flow to the jet penetration
process. For long-rod penetration at lower impact velocity, Alexveeskii (1966) and Tate (1967, 1969) developed

34)
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a modified" Bernoulli equation wherein penetrator and target material strengths were introduced as Bernoulli
pressures. Wright ( 1983) examined difficulties posed by this procedure including nonsteady flow associated with

penetration by retarding rods. In further development, Tate (1986a, 1986b) relates the high strength factors

required in the model to actual dynamic material properties.

Despite various shortcomings, when appropriate models and adjusted material properties are included, both the
Poncelet and modified Bernoulli equation approaches provide one-dimensional models for long-rod penetration
mechanics. An example of the complexities encountered can be seen in the work of Luk and Piekutowski (1991).
Recently, comprehensive surveys of the subject have been provided by Anderson and Bodner (1988) and Zukas
(1990). Frank and Zook (1987) have commented on the utility of several currently utilized models and described
procedures to optimize penetrator design with success.

In this paper, the author presents a new theory for nonsteady penetration of long rods into semi-infinite targets.
In this development, Newton's laws are applied to obtain solutions to various problems given initial conditions and
more normal values for material strengths. Further, in the appropriate limits, the theory corresponds to hydrodyn-
amic penetration and, therefore, has application to both jets and long-rod penetrators.

FORMULATION OF NONSTEADY PENETRATION THEORY

In this theoretical development, the target is defined as a "finite mass" that resides within the semi-infinite target
space. Such target definition is implied in the hydrodynamic theory of jet penetration (Birkhoff et al., 1949).
Further, Batra and Wright (1986) noted that for a rigid perfectly plastic target, target material adjacent to the
penetrator extrudes rearward in a uniform block that is separated from the bulk of the stationary target by a sharp
velocity gradient. Thus, for present purposes, target mass is considered to be that which occupies a right circular

cylinder extending into the target from the front surface to a depth that equals or exceeds the expected penetration.
The geometry of the penetration problem is given in Fig. 1. Initial values are defined as penetrator length 1,
effective target length xo, penetrator striking velocity v. and penetration velocity uo. Current values at any
intermediate time t are noted as uneroded penetrator length 1, penetrator mass Mp, uneroded target length x, target
mass M, penetrator velocity v and penetration velocity u. Also, densities for penetrator and target are denoted p
and p,. respectively.

The coordinate system chosen is located at the penetrator-target interface. In this system, target material flows into
the reference point with velocity u, while penetrator material flows at a rate (v-u). For a one-dimensional problem.
erosion products are removed from the axis as flow takes place. Any turning of the products (radial acceleration)
would be due to off-axis interactions with target material in a two-dimensional sense and need not be considered
here. Relative to the reference point, the equation of motion for the penetrator is

Mp P div -U) S - SAp , 1dt

where S p is a measure of rod strength, A is rod original cross-sectional area such that -S Ap is the force applied

to the penetrator. If the target mass is isolated completely from its surroundings. then &~ere would be no force
associated with the action of shearing stresses on its cylindrical surface so that, in this case, the time rate of change
of momentum for the target system would be

M du S A (2)

where S, is target strength, A, is the target cross-sectional area (not final cavity area) and -StAt is the force applied
to the target. Also, penetrator mass M = p ApI and target mass M, = PAx so quantities for rod and target are
independent of their respective areas. •nce time derivatives of Fqs. (I) and (2) are nonzero, the represented flow
is clearly nonsteady, Conservation of mass provides expressions for rod and target erosion (Birkhoff et al., 1948),
respectively, as

dI -- (v-u). (3)
dt

dx u (4)
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Fig. 1. Impact geometry defining "finite target mass" and variables used for
nonsteady penetration.

Eqs. (1) and (2) have the following forms when Eqs. (3) and (4) are used to eliminate explicit dependence on time
as follows:

(v-u) d(v-u) = - dl (5)pp1

udu = _St dx (6)
Pt x

Eqs. (5) and (6) are integrated to provide velocity dependencies on I and x. These give independent trajectories
for the two masses as

v - u = (vs-Uo) 1 + p In (1/10) (7)

u I + . In (x/xo) (8)u~ ~ uo 1 2 - -
Pt U(

In general, the penetration depth P at any point in the penetration process is (xo-x) and is obtained by integrating
u/(v-u) over the rod length 1. This gives

p f vu dl. (9)

Eqs. (1) through (9) represent a general formulation for the nonsteady penetration problem. The first integrals of
motion are obtained in closed form as shown in Eqs. (7) and (8). The second integral of motion, namely
penetration, will require additional assumptions to obtain solutions. These are provided in the next two sections.
Summary of the assumptions thus far include 1) the target is considered a finite mass embedded in, but isolated
from, the semi-infinite target space, 2) both penetrator and target undergo erosion and retardation and 3) penetrator
and target are acted upon by constant forces which are related to their respective strengths.

IDEALIZED PENETRATION PROCESS

Since x( is unknown for the semi-infinite target problem, it will be necessary to establish a relationship between
x and I before Eq. (9) can be solved. If the forces of collision are assumed to be equal (S, At = Sp Ap), then x
can be obtained by equating (1) and (2) after substituting (pp Ap 1) and (p, A, x) for the rod and target masses
respectively. Also, Eqs. (3) and (4) provide an additional expression for x. Together these result in

f1  u _w= LP So d(v-u) 1- X0  (10)

Sv - u So Pt du
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A possible solution for Eq. (10) is

u 1
v-u a.

where at is a constant. Substituting (11) into (10) gives

PP S t I (al- 1 0l - Xo,) , (12)(1- p pt

where the right hand side of Eq. (12) is a constant. Since Eq. (12) must hold at any value of 1, the quantity
W(A/X) - (p^/Sp) (St/p,) a• = 0, so that

__P (13)
pp Sp Pt

Eqs. (11) and (13) provide additional relationships as

v v , (14)

dx dl x l
x I x0  I.

where Eqs. (14) hold for initial values u0, (vs-uo) and vs as well. Eq. (15) allows (8) to be expressed in terms of
I giving

u = u I + 2S In (1/10) (16)
pt uG

Using (14) for u and v-u, and (16) for 1/1, forms the integrand for Eq. (9) in this ideal case. Integration gives

P = - - exp7 - v2)- } . (17)GE 2St ( I + ()2

A case of interest is where p/S = pp/SP = pt/S t. Associated values given by (13) and (14) are

I 1
a=. 1 u v-u=-v. (18)2 2

In this case, penetration is obtained by (17) and (18) to give

P =1' 11l ~exp[ - P ý 2)(19)

which is, of course, restricted to cases where the target and penetrator have equal strength-to-density ratios. Eq.
(19) is somewhat less restrictive than the special case p = pp = p, and S = S = SV, although it applies there as
well. When compared to Walters and Segletes (1991) closed form solution to Late's equation in this special case,
Eq. (19) contains an additional factor of two in the denominator of the exponential term. Thus, the present
equation indicates a greater material strength influence in the penetration process than does the Tate solution. The
ideal penetration as given by Eq. (17) results from the general formulation of the previous section under the
additional assumption that the forces of collision between the penetrator and target are equal.

GENERALIZED PENETRATION PROCESS

For the more general penetration problem, it will be necessary to introduce additional considerations. Here, the
relationship between x and I will not be given by a constant a but will be allowed to vary throughout the
penetration process. This is expressed as
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x = I 1 , (20)
ct (1)

where oc (I) is a slowly varying function whose derivatives may vary considerably. In this case, x is given at two
points as

x Wo) l(21)
x0 •(W) 1. 10

where a(10)/Ia(1 ) is approximated by the value of one. Thus, 1/10 becomes a useful metric of x/xo so that Eq. (16)
is valid in the general case. The derivative of x with respect to I is

dx { I , d [I/a(l)} dl, '22)

and dividing by dt together with (3) and (4) provides

u = I I + 1 dIl/ (l)] } (v - u). (23)

The time scale dt as given by (3) and (4) is preserved since by (22) and (23)

dt dx - dl (24)
u (v - u)

For the general penetration process, Eqs. (7) and (16) provide the integrand to be used in Eq. (9). This gives a
general expression for penetration as

f 1 + 2S In (1/ lo )j 1 /2

- v d- . (25)vs -uo + 2S p In (1/10)] 1/2

fi. I Pý (vs - U11 "2

It will not be necessary to specify a(1 ). The quasi-independznt nature of the u and v-u equations given by (7) and
(161 generates variations in the flow variables during the penetration process. These are such that u/(v-u) :s not
constant in this general case, and, therefore, the flow is consistent with Eq. (23). In additian, the initial conditions
uo and v,-uo are determini J from other sources (next section) where factors related ,o the onset of penetration have
been included. The time t during penetration can be obtained from (3) and (7), where to = 0 at impact of the rod
with the target front surface. This gives

t v uoJ I + -2S In (1/1o) dl. (26)v, Uop (Vs -Uo)

The solution for the entire penetration process from impact to where pe-ctration stops requires integration of Eq.
(25) over the interval 1, to I1 where 1a is rod length when u = 0. Eq. (16) gives rod length la as

/a = lo exp - t u, . (27)

In some cases when penetration ceases, rod erosion continues until the erosion rate v-u = 0. In this situation,
uneroded rod length I,, is given by (7) as

lb = 1,o exp "5"PE-" (vs - uO)2 (28)



The behavior of (25), (27) and (28) implies two distinct penetration possibilities. The first corresponds to the case
where target penetration ceases while rod erosion continues. The second ocurs when rod erosion ceases before
target penetration is completed. The two cases are defined -,-hen eqs. (27) and (28) meet the following conditions:

Case 1: la > It,, Case 2: /a < Ib . (p'9)

In Case I, pt ,ation depth is given by integration of Eq. (25) since (v-u) is finite throughout the interval 1,, to
/,. In Case 2, the function can only be integrated up to Ib since at and beyond 1,, the integral is undefine,.
Penetration beyond I = It, is considered to be that of a rigid body.

Eq. (25) becomes identical to hydrodynamic theory of penetration in the appropriate limits, For example, when
Sp and S, equal zero, or as u0 (through vs) approaches a high value, the integrand of Eq. (25) becomes equal to
one. Also. the tipper limit of the integral becomes I = 0 under these same conditions through Eqs. (27) and (28).
In these limits, the penetration Eq. (25) corresponds to the hydrodynamic penetration equation as

U 0 dl -- Iop3Iu1P 1 (30)

where the constant u/(AvS-u,) can be seen to equal rp/Pt at the hvdrodvnamic limit (see Eq. 1381. next section).

Eqs. (7). (16). (25). (26), (27;, and (28) constitute a complete set of solutions for long-rod penetration problems.
In present torm, variables are expressed as functions of rod length 1, which is the independent variable. Eq. (26)
allows variables to be expressed as numerical functions of time t after impact. This provides time histories of the
flow process as well. The relative magnitudes of 1a and Ih as given by (27) and (28) define two distinct penetration
cases and also determine whether or not rigid body penetration Occurs in a particular problem. Eq. (28) provides
the length of uneroded rod expected to be present at the very end of the rod erosion process. The assumptions
involved in the general solution as given by Eq. (25) include those summarized in the general formulation of the
nonsteady penetration problem. together with the additional assumption that the ratio u/(v-u) varies slowly
throughotr the penetration process and that the ratio is given by Eq. (16) divided by Eq. (7),

A SEMI-EMPIRICAL METHOD TO DETERMINE uo

For the general impact problem, experimental data and hydrocode calculations indicate that uo, can differ markedly

from the hydrodynamic value uh = v5/(l + Df), where y is p As a general rule. target strength significantly
decreases u, while penetrator strength tends to only modestly increase u0 relative to uh. Also, introducing onset
of penetration through a critical impact velocity alters uo, significantly, particularly at low impact velocity. Values
for U, tinder a number of impact conditions are provided by hydrocode calculations where u( was obtained by
extrapolating u(t) back to the target front surface (ignoring the transient). Figure 2. presents uo and uh as a function
of striking velocity where the plotted points are results of CTH calculations (Kimsey, 1992). The established
concept of critical impact velocity provides a means to estimate onset of penetration (Wilkins and Guinan, 1973).
This is extended to include both target erosion (penetration) and penetrator erosion. These give

I Pp ' 2 Stpp P, L 2 = S , (31)

where v. is a critical striking velocity and u, is a critical penetration rate. The inteicept on the v, axis of Fig 2. is
given by 1c. For a tungsten alloy penetrator of density 17.3 g/cm 3 and steel armor target strciigth of 1.3 GPa, v,
is 387 m/s. This agrees with data of Z(ook et al. (1992), indicating a critical impact velocitv for tungsten of from
245 t, 424 m/s. For steel penetrator impact on steel targets, vc = 575 m/s. Figure 2. suggests a near lir"-ar
dependence of U(i on v, with varied amounts of offset from uh as v, is increased.

In view of the previous discussion and the plotted results of Fig. 2., uio will be formed as a linear combination of
involved .elocities given by

(I + y) u, - vs f(v')v, - g(v)u . (321

where f,,) and g(v,) are functions to be determined. The functions need to be defined such that uo can avoid
being positive when v, is zero, for example. Also, although not necessary, it is desired to f( ree the functions to
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zero as v, approaches infinity. This will enable uo to correspond to the hydrodynamic value in the appropriate
limit. For present purposes, the following values are taken for the functions:

vs v5 : f(vs) = 1, g(vs) = 0
vs >vc : f(vs) >O` g(vs) >O

v. -,o : f(v,) = 0, g(vs) = 0. (33)

The sound speed for the target C, is used to determine when the striking velocity approaches infinity. Thus, an
angle Q is defined as

Q - C< v (34)

'L. (34) can satisfy the requirements of (33) when

f(v,) = Cos(Q) and g(v,) = A Cos(Q) Sin(Q). (35)

The definitions of (33). (34. and (35) are applied to Eq. (32) to give uo in terms of values used to define the
penetration problem. A good fit was found for A = I.1y. The three velocity ranges of Fig. 2. are described by
the following:

(Ov'<_v): u' = 0 , (36)

(vc<v <Cid: 1i - -- A Sin(Q) __ -A. (37)
I + [ + y p- p

(C(-•vQ: U() = -- , 35
1TT

The first term on the right-hand side of (37) can be recognized as the penetration rate associated with
hydrodynamic penetration. The second term reduces the hydrodynamic value by a factor involving target strength
to rod density ratio, while the third term enhances penetration rates according to penetrator strength to target
density ratio. Penetrator strength is a weaker function and only enhances penetration rates in the mid-range of
striking velocities. The dashed lines of Fig. 2. represent uo as determined by Eq. (37) using the same strength
values that were used in the CTII calculations.

*WA vs STEEL CYN (imsey, 1992)
* STEEL vs STEEL T Ks, 1

3.0- 01 EQUATION 131) 4.

- HYDRODYNAMIC - EQUATION 138) ,'
-- - EQUATION (371 "'

0 I //S~,/

0 .. 2.02 "I-j

"i- /"/

* ,,

O .0 1. /. .

Vs (km/s)

Fig. 2. Penetration velocity plotted as a ftunction of striking velocity.
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Tis sect ion proivides somie g.ente ral results of tile long -rod penetration equnation s. while detailed coinparisons to

e speritnental data are deferred. Calculations are presented for flow, variahies u, v. and (,-u) as functions oif rod
length and tittle. Also, penetration depth for cornbi nat ions of striking velocity, rod an d target strengths are
exatiijtid. especially where S >S S =S and S P-,S. There are Some comments regarding coniputational nmethods1) I' P . I
used in this w~ork. Eq~s. (7) and ( 16) are exact with respect to rod length variable 1. H owever. thle time Eq. (26)
a nd pentet rationi depth Eq. (25) were n ume rica lly' integrated using Simpson's rule. An IBM Al PC. a single
prectision BASIC program, atid forty-eight rodl letigth intervals were used for the tiumerical integration.

Initialls three exatmples were examined for steel penetrators impacting steel targets where densities were 7.96
"g/cml A. and (", was& 5.1( t-s h aeilsrntsui ize re givetn in Table 1. The first set of' calculations

sasdone for at strikint! velocity of' 1,5(X) ni/s. Results are presetited in Fig. 3., where velocities u., v and (v-u) are
plotted as funtitotis (of 1. The curves exhihit logarithmnic reductions in velocity v'ariables axs expected. ExAamples I
and 2 showk that when petnetration ceases (t u= 0). rod niotion and erosion con!tinue Ii.e., v > (0 and J v-njl > 0). In
F\aniple 3. tile oipposite occurs. I lere. erosion ceases (v-u =0) hefore penetration has heen ciompleted.

A- sec nid set of calctilatiotis was miade for tilie three ex am pies of in ten: st over at wide ranige of stri kintg velocityx.
Thiese are shoxx i in Fig. 4. The results, are cotisistent with knowkn rodI penetratiotn behavior. The first is that in
tile three e sam pies. rod petietratiotns approach tile hydrodynamic liitiit at high stri kitig velocity. Secondly. a critical
impact veclocit, itiust he reached hefore any pietietratioin is realized. Thirdly. high pienetrator strength can produce
pecitratioti depths Whichi eceLed hydrodtiamn ic expectations. These occur primiarily i iti mid-velocity range of
1,501) to 3.0(H) fil/s,. l-itialiv. characteristic S-shaped curves result when calculations are presetited as P/L versus

stikngvltcit \. The shape is not due to E~q. (37) since it provides at nearly liitear depenidence of it,, (inv,

Comoparisotis are inade hetween presetit calcuilationts, CTIi results and the Tate model. The latter are taken from
dile wýork ofAtidersoti a tt. (I 199)2). 01' neeti itung11sten alloy' penetrator (/, 31.0 min impacting -i steel
target. Itipact velocity was 1.5(X) rn/s. Material stretigths used iti the current calculations are those used in the
above wkork and are given iii Table 2. Results for three computational tmethods are provided iii Fig. 5. For the
"late model, target resistatice was adjusted to at valuie of 5.43 GPa so that results aareed with CTIH at the point
it (). F or the iire senmt equ(at(itis. st rentgt hi Valutes give ii in Table 2 were used without t art her adJ ustnient - Al so.
ii s %%as talketi io he 765 ntiis ats obhtained froti CTI I (Atiderson et at.., 1992).

(al lb)

0.5 -

(a IaI P P=P

1.0 (b I. uI

0 0.2 0.4 0.6 0.8 1.0

(I (iI )
100

Fit: Vcncirmion ýclocit%. iod \vloc~~ii\adeoinrt i ucin frdlmh



No,te~iadN penet ratio of lonI~g rod, 31

Table 1. Material Propenies Table 2. Material Propenies for ut)
Used in Examples 1-3 Calculations

Example S St Material Density Strength
(Ga) (GPa) (g/cm3) (GPa)

1 0.8 1.1 Tungsten Alloy 17.2 1.51
2 0.8 0.8 S-7 Steel 7.84 1.26
3 1.8 0.8

-- - - I r - I-. . . .

1.5

SHYDRODYNAMIC -

S. LIMIT s -=S-a/ ..- Sp.' st

- .s5-
SP..

S/
/--EQUATION 1251

0 L x
0 1 2 3 4 S

VELOCITY lkm/s)

Fig. 4. Calculated PiL curves for three conditions of impact versus striking velocity.

A most important comparison is that of u = u(t) since it is a basis for penetration. In this regard, the good
agreement with CTH results is an important test of Eqs. (2) and (16). On the other hand, comparisons of penetrator
velocity differ somewhat. This could result from approximations in the general formulation or differences between
rod body and rod tail velocities due to velocity gradients along the rod length.

COMPARISONS WITH EXPERIMENTAL DATA

The present equations were used to predict uneroded rod lengths and penetration depths for long rod penetrators
(l/d > 10) impacting semi-infinite targets. Data from Anderson et al. (1992) are examined since experimental shots
were conducted to compare with CTH calculations. For the problem shown in Fig. 5., CTH gave 25.1 mm,
Eq. (25) gave 23.2 mm while the experimental penetration depth was 22.6 mm. The good agreement suggests an
integrated accuracy of Eq. (25) despite approximations in the general procedure.

16 - TAIL VELOCI.T.Y. ' '

1.4 - - '• •,¢.

1.2- v-ROD VELOCITY

) 
0.4 

-

0.6l 0... _ T _ 0 t ..
0.2 -U NUMERICAL SIMULATION
0.0 ----------TATE MODEL

00 EQUATIONS 171,116)
-0.21 • -.--- i..

0 10 20 30 40

TIME (Is)

Fig. 5. Penetration, erosion and rod velocities versus time as calculated by CTH,
Tate model and current ettuations.



Data for tungsten alloy and steel rods striking steel targets over a wide range of striking velocities have been
reported by Tate (1967, 1969), Tate (1978), Hohler and Stilp (1984), Silsby (1984) and Zook et al. (1992). The
last cited work also provides Uneroxed rod lengths for tungsten penetrators versus RHA at low striking velocities.
C(alculations cv(-responding to experimental results used material properties presented in Table 3.

Table 3. Material Properties Used in Predicting Penetration Versus
Striking Velocity

Material Density Strength Co

(g/cm3) (GPa) (m/s)

WA Rod 17.3 1.51 -

Steel Target 7.84 1.3 5,170

Steel Rod 7.85 1.2 -
Steel Target 7.85 1.3 5.170

1.2

0 EXPERIMENTS (Zook et al, 1992)
1.0 - EQUATION (28)

.8
|b

.6 WA vs STEEL

.6 0

.4

.2 0

OL ~0
0 .S 1.0 1.5 2.0 2.5 3.0 3.5 4.0

VS fkm/si

Fig. 6. Uneroded rod length versus striking velocity.
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0
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STRIKING VELOCITY (KM/S)

Fig. 7. Comparison of predicted and experimental penetration results on the basis
of P/I, versus striking velocity.



Good agreement between predicted uneroded rod length and the data is shown in Fig. 6. The agreement is a test
of Eqs. ( 1), (7) and (28) under two very different conditions. The first is where impact is below vc, (387 m/s) and
only penetrator erosion is involved (u=O), while the second relates to flow above vc where both penetrator and
target undergo erosion (u>O).

Theoretical results are compared to data on the basis of P/L versus striking velocity in Fig. 7. Good agreement
can be seen over much of the data range, particularly at the onset of penetration, over the region of rapid increase
in penetration depth at low velocity and throughout the internediate velocity range (linear region). In the high
velocity range, the theory predicts expected asymptotic behavior, although data in this range is somewhat higher.
The theory suggests that such additional penetration is not due to rigid body penetration since Ia>lb in these
calculations and only small rod lengths are expected at the end of the erosion phase. General agreement at the high
end of the striking velocity range is expected since the equations correspond to hydrodynamic theory of penetration
there. Also, agreement at the lowest possible impact velocity was expected since that point is given by the critical
impact velocity. The overall agreement suggests that the present development takes into account major material
strength influences in the nonsteady penetration process.

SUMMARY AND CONCLUSIONS

As seetn in previous sections, the present development provides a theory of nonsteady penetration for long rods.
The theory differs from previous formulations in that Newton's law is used rather than Bernoulli's equation. The
formulation considers both rod and target erosion and retardation in the penetration process. Material strengths
are included in the force laws that govern rod and target motion. The theory applies throughout the entire range
of striking velocity to include hydrodynamic penetration at the limit of very high impact velocity.

From a single formulation, two distinct penetration possibilities are predicted. The criteria depends on whether
or not target erosion ceases before penetrator erosion is complete. This depends on initial erosion rates, relative
strengths and relative densities of the rod and target. For both cases, penetration during the target erosion phase
is given by Eq. (25). When rod erosion ceases first. an ad hoc contribution due to rigid body penetration can be
included but this lies outside the present theory. Htowever. as seen in Fig. 4., application of Eq. (25) indicates that
some penetration beyond the hydrodynamic limit can result from the erosion/retardation process inherent in the
theory under certain strength-density conditions.

Final penetration depths and also penetration histories have been calculated from the theory. On the basis of a
single comparison, penetration rates agree very well with calculations obtained with the CTHI hydrocode.
Theoretical calculations for tungsten alloy and steel rods impacting steel targets showed excellent agreement with
experimental data of penetration depth taken from several sources. Uneroded rod lengths as given by the theory
agreed quite well with data for impacts of tungsten alloy rods on steel targets.

The present theory includes equations of motion (nonsteady) for both penetrator, giving v-ui. and target, giving u.
With these erosion rates, a penetration solution is obtained. In contrast, Tate's theory provides an equation of
motion only for the penetrator, giving v, while an assumed modified steady-state Bernoulli equation is used to
determine u from v. These differences in approach give rise to differences in erosion rates and consequently
differences in penetration formulations, especially with regard to dependencies of penetration upon initial conditions
and material strengths. From cases examined in this work, it appears that for comparable results, the Tate approach
requires target strength multiplication factors ranging from 2, as in the special case, to 4.3, as seen in the more
general case of tungsten alloy penetrators striking steel targets. The present theory appears to be accurate when
material strengths utilized are the ordinary values generally associated with dynamic properties or work-hardened
miaterial states.
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DEVELOPMENT AND OPTIMIZATION OF A

"MICRO" TWO-STAGE LIGHT-GAS GUN

DONALD J. GROSCH and JACK P. RIEGEL

Southwest Research Institute
6220 Culebra Road, San Antonio, TX 78238

ABSTRACT

This paper details the steps taken to develop and optimize a "micro" two-stage light-gas gun system. The
micro gun described in this paper has a 5.56-millimeter (mm) pump tube and a 1.78-mm launch tube. The
original gun configuration is presented, followed by a description of our analysis and revision of the gun
system. The modifications to the micro gun system and their effect on the performance of the gun are
discussed.

INTRODUCTION

An ever-growing threat to spacecraft is the impact of micrometeoroids and man-made orbital debris. Within
2000 kilometers (km) of the Earth's surface, there exists 200 kilograms (kg) of meteoroid mass, most of it
concentrated in 0. 1i-mm micrometeoroids. In this same envelope around the earth, there exists 300 kg of
orbital debris less than 1 mm in diameter. Although these particles are small, they can travel at velocities
between 10 and 20 kilometers per second (kins) relative to orbiting spacecraft (Kessler, et al., 1989). At
these extremely high impact velocities these particles pose a very real threat to spacecraft and astronauts.

The ability to test advanced materials and shielding concepts against these threats is very important.
Simulating extremely high velocity threats in a laboratory has historically been done using a two-stage
light-gas gun system. These gun systems can produce velocities approaching those seen by micro-particles
in space. However, the majority of existing gun systems launch particles much larger than the 0.1 to 1.0-mm
particles mentioned above.

BACKGROUND

To study the impact effects of these extremely small particles, Southwest Research Institute (SwRI)
developed a "micro" two-stage light-gas gun. The development of this gun was funded as part of SwRl's
Internal Research Program. In an effort to minimize the cost of developing the new gun system, a number
of gun components were used from an existing light-gas gun that had been donated in the early 1980's to
SwRI by NASA. The integration of old parts into a new design prevented optimization of the system in
terms of fabrication costs and functionality.

Initial firings of the gun system were only marginally successful. Launch velocities of no more than 5.0 km/s
were achieved. Attempts to improve the maximum achievable projectile launch velocity experimentally
were unsuccessful. It was decided that a systematic approach had to be taken to optimize performance.
This approach began with the examination of the gun performance using a two-stage light-gas gun computer
code. Experimental procedures were also examined to determine if changes were required. This systematic
examination of the gun system resulted in a number of changes to both the gun firing procedures and the
configuration of the gun.

315
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ORIGINAL GUN CONFIGURATION

A schematic of the original gun configuration is given in Fig. 1. The breech was designed for an 11.63-mm
(0.458 inch) standard rifle case (Tullos, et u!., 1990). A mechanically operated firing pin impacted a
percussion primer that initiated the burning of a smokeless propellant in the case.

TARGETFIIN PNPUMP TUBE AR L -E ANION • CHAMBER
ý BARRECHCHABBRHO S N .2 CAL x 25" LONG ) (.070 CAL x 16' \

'\OR 12- LONG)

CHARGE BREECH / HIGH PRESSURE I TUBE
COUPLER t3" DIA x 36' LONG)

Fig. 1. Original Gun Configuration.

The pump tube had a bore diameter of 5.56 mm (0.22 inch) and a length of 711 mm (28.0 inches). The
launch tube had a bore of 1.78 mm (0.070 inch) and a length of 376 mm (14.8 inches). Between the pump
and launch tubes was the accelerated reservoir (AR) section, whose total length was 50.8 mm (2.0 inches).
Flanges, which threaded onto the pump tube and launch tube, clamped the AR section in place.

The launch tube was interfaced with a flight tube with a total length of 1.2 meters. A 15 by 15 by 30 cm
rectangular target chamber was located ýit the end of the flight tube. The overall length of the gun system
was 2.6 meters.

ORIGINAL GUN PERFORMANCE

The performance of the gun system in its original condition was inadequate. The maximum velocity achieved
with the original configuration was 5.0 km/s. The gun displayed signs of excessive wear in the areas of
the breech, pump tube, and AR section. The wear in the pump tube resulted in an extremely rough and
expanded inner diameter near the breech end of the tube. Inner diameter enlargement and cracks developed
in the bore of the AR section. The remainder of this section describes some of the gun system problems
that were addressed.

It was determined that gas leakage was occurring at the interface of the AR section and the launch tube.
This interface is also the location of a rupture disk. The leak of pressure outside the gun system could be
heard during each test as a loud "pop." It could also be detected by visual inspection of the rupture disk
after a test. This pressure release was occurring at the location in the gun system where the high pressure
hydrogen gas begins acting on the projectile. Any pressure loss in this area reduces the efficiency of the
gun.

Several components of the original gun design contributed to the lack of performance. The most obvious
problem involved the launch tube arrangement. The launch tube for the original gun consisted of a piece
ofstainless steal tubing that formed the actual bore of the gun. The tubing had an inner diameter of 1.78 mm
and a wall thickness of 2.29 mm. This tubing, which was meant to be replaced after each test, was inserted
inside a thick-walled tube for support. The intent of the design was to permit interior ballistics parameters
to be pushed to extremes, resulting in plastic deformation of the launch tube. The deformed tube could
then be replaced, but the more expensive outer shell remained undamaged. In practice, deformation of the
outside diameter of the steel tubing insert made it difficult, and in some cases impossible, to remove the
inner tube.
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Another problem with the system was the short length of the flight tube (1.2 meters). In the micro gun
system, the flight range (launch tube, flight tube, and target chamber) is evacuated to achieve higher
velocities and to avoid atmospheric ablation of the projectile. However, when launching saboted spheres,
some amount of atmosphere is required in the flight range to achieve aerodynamic separation of the sabot
from the projectile. A large amount of atmosphere was required in the range to open the sabot halves in
such a short distance. This excessive amount ofatmosphere reduced the accuracy and the maximum velocity
achievable with saboted projectiles.

The usefulness of the overall gun system was further limited by the target chamber. The small size of the
chamber greatly limited the size and configuration of targets that could be tested. The small target chamber
also made placing targets, sabot stripper plates, and witness plates difficult.

MODIFICATIONS

A systematic an-ilysis of the gun system was initiated to develop a better understanding of the variation in
performance as a function of design and firing parameters with the expectation that we would be able to
greatly improve its performance. The approach involved the use of a computer code designed to model
the interior ballistics of two-stage light-gas guns. SwRI obtained a code written by A. C. Charters and
D. K. Sangster for this purpose (Charters, et a!., 1973).

The first requirement when running the code is to accurately describe the g-"metric parameters of the gun
system. The size and shape of the breech, pump tube, AR section, r I launL .ibe are required. Once the
gun system is dimensionally modelled, the parameters used to fire un are entered. These parameters
include the amount of propellant, the type of propellant, the shot-star, ssure, the initial light-gas pressure,
the rupture disk release pressure, and the projectile size. The input includes the equations of states and the
physical properties of these items. The program then utilizes the information to perform a one-dimensional
analysis of the interior ballistics. The output provided by the code includes projectile launch velocity, piston
velocities at various user-defined locations, maximum projectile acceleration, maximum breech and base
pressures and temperatures, and other information useful in the evaluation of the gun system.

An immediate difficulty arose in defining the gun system. The propellant is analyzed using a burn rate

equation of the form -PP3P", where ot and 0 are two coefficients that vary with propellant composition

and geometry. Unfortunately, these coefficients are not readily available for most powders and must be
determined experimentally. The first coefficient, P3, is the linear burn rate of the propellant and the second,
ax, is the exponent on the pressure term of the burn rate equation.

The accuracy of these two coefficients can be important when using the code to estimate real gun
performance. The significance of these coefficients to the overall performance depends on a combination
of gun geometry and test conditions. It is possible to compute approximately the same final velocity using
a number of burn coefficients. Likewise, it is possible to compute approximately the same peak pressure
in the breech for a number of coefficient combinations. It appears that for small powder charges (relative
to full chamber volume) these coefficicnts do not have to be very precise. This is because the pressures in
the chamber remain relatively low, minimizing the effect of the exponent term. The linear coefficient is
fairly consistent for a large number of powders, and the code calculations are not very sensitive to small
changes in the coefficient.

In order to estimate the two burn rate coefficients without undertaking a series of burn rate tests, the gun
code option of analyzing a straight-through, single-stage gun system was utilized. A 0.357-caliber
(9.07 mm) rifle was modelled according to the specifications given in a hand-loading manual. This manual
gave launch velocity data using the same propellant type used in the micro-gun. The two propellant
coefficients were estimated by comparing calculated velocities from the gun code with tabulated
experimental data in the hand-loading manual.

The code was now ready to simulate the performance of the micro-gun. However, the only parameter that
could be checked against the many outputs of the code was the projectile launch velocity. With the large
number of variables used in the code, it is possible that the projectile velocity obtained experimentally could
be the same as the code prediction, while other output parameters that may be important are incorrect. For
example, the same final projectile velocity can be achieved with a wide range of peak accelerations on the
projectile. This is important since the peak acceleration was used as a relative performance guide during
part of our study. Results of the peak acceleration analysis are discussed later.
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A solution to this problem would be to obtain an additional experimentally measured quantity to check
against the code predictions and increase confidence levels. Since the travel of tile piston is very critical
to the overall performance of the gun, we decided this would be a good second quantity to measure
experimentally. However, because a smooth, undisturbed piston motion is desirable, the use of break or
make wires to measure piston velocity was not considered an option. Also, the addition of ports for lasers
or other optical measuring methods would create a disturbance in the pump tube bore that might affect the
piston motion. Therefore, in order to measure the piston velocity without disturbing the piston, strain gauges
were placed at three locations along the outside of the pump tube length. The high breech pressures that
act on the base of the piston create a slight elastic deformation in the pump tube. This slight deformation
is detected by the strain gauge as the piston passes each location. The peak strain expected was on the order
of 30 micro-strain. Therefore, two single-axis strain gauges were placed at each station and configured to
obtain the additive output of both gauges in order to increase the signal-to-noise ratio. The analog output
from the gauges is recorded on a tape recorder and reviewed on a Hewlett Packard Model 54501A
Oscilloscope. The piston velocity is calculated using the times between traces and distances between gauges.
This provided a second value that could be compared to the output of the gun code to determine if the code
was indeed accurately estimating the performance of the gun.

Once the gun was being modelled correctly and the code was accurately estimating its performance, various
parameters were modified to determine their effects. The main goal of this procedure was to increase the
achievable launch velocity. This procedure and the use of the gun code proved invaluable to the optimization
of the gun.

The first items modified in the gun model were the size of the breech and the amount of propellant used.
These changes were based on an assumption that there was too much ullage, or void space, in the breech.
The volume of the ullage in the breech was approximately three times the volume taken up by the propellant.
Based on the code calculation. this ullage was reducing performance substantially. The code also suggested
that if a smaller breech volume was utilized, much less powder could be used to produce the same results.

Based on these findings, the 0.458-caliber(i 1.63 mm) breech was replaced with a .22-250-caliber(5.59 rmm)
firing action. This breech is approximately 1/5 the volume of the previous one. The propellant mass was
reduced from 40 grains (2.60 g) to about 10 grains (0.65 g). After this change was made, the pump tube
and AR section no longer sustained the high amount of erosion seen previously. Another benefit of the
reduced propellant mass was a reduction in the amount of cleaning required between tests.

In addition to these changes, the mass of the piston was reduced from over one grain to 0.4 grams. The
lower piston mass reduced its kinetic energy, thus reducing the amount of wear in the AR section. Also.
the smaller pistons are easier to make and easier to extract from the AR section after a test.

The code also suggested that the initial hydrogen pressure should be lowered from 150 pounds per square
inch (psi) (1.030 MPa) to 120 psi (0.827 MPa). Once this final change was made, performance was increased
substantially. The initial test performed after these modifications achieved a launch velocity of 6.2 kmi/s,
over a thousand meters per second faster than the previous maximum velocity. This value was improved
upon even more by several iterations between the computer code and experiments.

TESTING IMPROVEMENTS

In order to further improve the performance of the gun, design and assembly procedure changes were made
to some of the gun components. The problem that had the most adverse affect on the performance of the
gun was the blow-by at the AR section interface with the launch tube. A possible source of this problem
was the manner in which the AR section was held in place between the pump and launch tubes (see Fig. 2).
The distance between centers of the 1/4 inch (6.35 amm) bolts is 11. 1 cm. If these bolts were not strong
enough or if the spacing was too large, this configuration could possibly yield elastically under the high
pressure loading produced as the piston comes to rest in the AR section. This yielding would allow some
of the high pressure gas to escape the system.

To eliminate this blow-by the flange connection was modified (see Fig. 3). The size of four bolts was
increased from 1/4-inch (6.35 mn) to 1/2-inch (12.70 mi) diameter. The distance between centers of the
bolt pattern was decreased to 6.9 cm to help prevent any bending of the flanges. These changes increased
the clamping pressure on the AR section. To insure consistency and proper clamping pressure, the bolts
were torqued to a specified value before each test. Also, to avoid the need of working with nuts and an
additional wrench. one of the flanges was threaded. These modifications resulted in an increase in
performance. The loud "pop" associated with blow-by no longer occurred and launch velocities increased.
The case and consistency of the clamping procedure also increased.
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Fig. 2. Original Accelerated Reservoir (AR) Section Connection.
(From left to right: Pump Tube, Clamped AR Section, Launch Tube)

Fig. 3. Modified Accelerated Reservoir (AR) Section Connection.
(From left to right: Pump Tube, Clamped AR Section, Launch Tube)
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To ease tile insertion and extraction of the expendable launch tube, the outer support tube design was
chaniged. The thick-walled support tube was replaced with a two-piece, clam-shell arrangement (see Fig. 4).
This piece supports the expendable tube in the same manner as the outer tube did; however, the clam shell
can be taken apart, which makes the placement and removal of the inner tube extremely easy.

Fig. 4. Original and Modified Launch Tubes.

To improve the sabot launching abilities of the gun system, the flight tube length was increased to slightly
over three meters. Also, (he gun system was made more versatile by increasing the target chamber size to
a box with dimensions of 30.5 cm by 30.5 cm by 61.0 cm. This size target chamber allows the testing of
up to a 25 cm square target. The larger chamber also eases the placement of targets, sabot strippers, and
witness plates.

SABOT LAUNCHING IMPROVEMENTS

Most of the work mentioned above was performed using nylon, right-circular cylinders as the projectile.
Results of some of these tests are shown in Fig. 5, which compares penetration depth (corrected for projectile
mass) versus launch velocity. This work led to a gun system that was capable of launching nylon cylinders
with masses between 3.0 and 4.5 mg at velocities of 7.5 to 9.5 km/s. However, it is often important to
observe the hypervelocity impact effects of various materials, such as aluminum.

Launching such a material requires the use of a sabot. The sabot we use with the micro gun is a two-piece,
lexan sabot (see Fig. 6). The outer diameter of the sabot is machined to fit the bore of the gun. A "pocket"
is machined into the sabot to hold the projectile as it travels down the gun barrel. The leading edge is
machined so (hat as the sabot interacts with the air in the flight chamber, the two halves will be stripped
away from the projectile. This is a typical sabot configuration for use in light-gas guns (Berggren, el al.,
1970).

The same gun parameters used to launch the nylon, right-circular cylinders to velocities above 9 km/s were
used to launch saboted aluminum spheres. The saboted spheres did not behave in the same manner as the
nylon projectiles. The three objects being launched (two sabot halves and one aluminum sphere) did not
fly straight and often missed the target area completely. Often, the target would show signs that the package
"shot-gunned," or broke apart into small pieces.
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Since the nylon projectiles had been launched effectively using the current gun loading parameters, we
began looking at the quality of the sabot as a cause of the inconsistent launches. Ih order to increase this
sabot quality, the rotational speed of the lathe used to fabricate them was examined. Increasing the rotational
speed of the lathe increases the relative cutting tool-to-material surface speed, which is extremely cri:ical
when machining plastics.
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o iiC
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Velocity (km/s)

Fig. 5. Penetration Depth vs. Velocity (Corrected by Projectile Mass).
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Fig. 6. Typical Sabot Configuration.
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The minimum recommended surface speed for machining plastics is 183 meters per minute. This value is
difficult to obtain when Ihe diameter of the sabot is only 1.78 mm. This diameter produces a revolution
rate of 5.59 mm per revolution (mm/rev), which results in a required lathe rotational speed of almost 33,000
revolutions per minute (rpm).

To maximize the rotational speed of the lathe, a speed doubler kit was purchased. This device increased
the rotational speed of the lathe to 3000 rpm. Although this speed is an order of magnitude less than the
recommended value, the quality o- the sabot increased as did its launch performance.

Although the increase in sabot quality improved its performance, sabot launches were still not optimal. It
was decided that the three-piece sabot package could not be accelerated as rapidly as the homogeneous
nylon cylinder. Examination of the gun code results revealed that tile projectile is subjeted to extremely
high values of base pressure and acceleration (Chavez, et al., 1991). The high accelerations seen by the
projectile are due to its low mass and extremely high final velocity. Figure 7 compares constant accelerations
(the lowest possible) versus accelerations predicted by the gun code at various launch velocities. The figure
demonstrates that as the velocity increases, the acceleration fortes seen by the projectile increase
dramatically.

IDEAL AND GUN CODE PREDICTED ACCELERATIONS
vs PROJECTILE VELOCITY

60.0 55.5
t 50.0 U Ideal

40.0 Li Gun Code Predicted

'f-." 28.8
30.0.2

"• 20.0 17.3"-' 13
"�"11.7 9.8

; 10.0

00 5.7 7.7M0.0 •

6.2 7.5 8.5 9.75

Projectile Velocity (kin/s)

Fig. 7. Ideal and Actual Accelerations vs. Projectile Velocity.

It appeared the two-piece sabot was failing due to these high loads. Therefore, the gun code was utilized
to reduce the load on the projectile while maintaining the high launch velocities. Interpretation of the code
results led to changes in the initial hydrogen pressure, propellant mass, and piston mass These changes,
coupled with the improved sabot machining, produced sul tantially improved sabot launches. The pattern
produced on the target was typical of sabot launches; two sabot hL:Ive impacts radially separated from the
projectile impact.

The amount ofsabot separation depends on the amount ofatmospherc in the flight chambL'. Figure 8 shows
the spacing between ;abot halves at various values of flight chamber pressure. The figure shows that only
slight changes in the pressure produces large changes in the amount of sabot separation. Based on this
matrix of tests, a value of 15 torr became the Ilight chamber pressure for saboted latmnche,.

The maximum achievable velocity using saboted spheres is less than the maximum velocity achieved using
nylon cylinders. However, SwRI is Lontinuing attempts to push the parameters of the micro gun to achieve
ever higher velocities. Additional use of the gun code along with experimentation should lead to higher
velocities using sahoted spheres.
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Fig. 8. Sabot Separation vs. Flight Chamber Pressure.

CONCLUSION

A systematic approach to the examination of the performance of the gun and the use of the computer code
proved invaluable to ,he optimization of the micro gun system. The gun system was closely examined to
determine which components and firing procedures required change. The code suggested a number of
changes in both the gun configuration and loading parameters. These changes led to a gun that can
consistently launch I mm or smaller aluminum spheres (with masses between 0.3 to 0.9 mg) above 7.5 km/s
and nylon, right-circular cylinders (with masses around 3.0 mg) above 9.0 kims (see Fig. 9). Complex gun
systems such as our micro gun or larger two-stage gas guns should be optimized with a combination of
experimental and analytical/numerical procedures. The benefits of using a combined approach include
greater understanding of the operation and limitations of the system.

Fig. 9. View of Modified Gun System. (From left to right: Firing Action. Pump Tube, AR Section.
Launch Tube, Start of Flight Tube)
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ABSTRACT

The perforation process of steel plates at normal impact by cylindrical steel fragments together with the debris
cloud expansion have been studied in the velocity range 2 - 3 km/s. The fragments have a length-to-diameter
ratio of 1.035 and a mass of 51g. Fragment and target materials are 9SMn28 and C45, respectively. Two plate
thicknesses of 20 and 30 mm have been tested. These thicknesses are in the order of the penetration depth in
the semi-infinite target. In addition the cratering in the semi-infinite target has been investigated. The crater
dimensions on the target front side are comparable for both, the plate targets and the semi-infinite targets. The
degree of fragmentation in the debris cloud increases with velocity and is smaller in case of the 30 mm target.
The ratio of longitudinal to lateral dimensions of the debris clouds is independent of the target thickness, but
dependent on the distance from the plate rear side. This ratio increases with distance and converges at larger
distances versus nearly hemispherical expansion. A further goal of this paper is the application of a
Lagrangian code to the numerical simulation of the impact process in the semi-infinite target. For this purpose
the LS-DYNA2D code with a new erosion option has been used. Material input data are the static material
properties as well as shock wave data determined from planar impact tests for the steels used here.
LS-DYNA2D with its new erosion option can predict in a good agreement the particle velocity history of the
planar impact tests and the crater shapes in the semi-infinite target.

NOTATION

b lateral dimension of debris cloud E Young modulus
cb bulk sound speed G shear modulus
cI longitudinal sound speed HEL Hugoniot elastic limit

HV20 Vickers hardness
da / L fragment length
di damage diameter of craters ReL lower yield strength
d, s. Figs. 8 and 12 ReH upper yield strength
d.2 Rpo. 2 flow stress at 0.2 % strain
dsp Rm ultimate tensile strength
dmin damage diameters on S slope of U-u-relation
dmax witness plate s. Fig. 13 U shock velocity
mp fragment mass VT crater volume
p crater depth Vp fragment volume
pl plastic (index) a tilt angle
sp spallation (index) E strain
t time fel elastic strain
tr true (index) EpI plastic strain
tp1  plate thickness •plJf effective plastic strain at failure
u particle velocity p material density
vp impact velocity t Poisson ratio
vR residual debris cloud velocity a stress
x debris cloud distance from plate 00 uniaxial yield strength
A5  elongation at fracture r0  Griineisen parameter
D fragment diameter
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INTRODUCTION

In case of hypervelocity impact of spheres. cubes or short cylinder fragments against thin shields, a debris
cloud of nearly spherical geometry is formed. A model exists (Swift et al.. 1970) that describes this cloud as a
symmetrically expanding sphere and all material is assumed to be concentrated at its surface. Experiments done
by Piekutowski (1990) show, that mainly the fragment material distribution in the debris cloud can differ from
this model and special material distribution patterns are observed for different fragment geometries. At lower
velocities the fragmentation in the cloud decreases and the material patterns disappear (Dickinson et al.. 1987;
Finnegan et al., 1990)). This paper deals with the geometrical features of the debris cloud expansion behind
"thick steel shields", impacted normally and flat on by cylindrical steel fragments in the velocity range of 2 to
3 km/s. The fragment material is 9S1in28. the target material C45. The fragments have dimensions of L =
20.7 mm and D = 20 mm. Thick shield targets with tPL/D-values of 1 and 1.5 are considered as plate
thicknesses, which are in the order of the penetration depth p in the semi-infinite target. In addition the
cratering in the semi-infinite C45 target has been investigated and compared with the damage on the perforated
target plates. A further topic of this paper is the numerical simulation of the cratering in the semi-infinite target
by the Lagrangian code LS-DYNA2D. In the past simulation of hypc.-velocity impact by Lagrangian codes
often failed. The new erosion option makes such a simulation possible for the Lagrangian code LS-DYNA2D
(Hallquist, 1990, 1991: Sewell et al.. 1990). Static material properties and the dynamic behaviour under planar
shock loading measured with a VISAR for both the fragment and target material serve as input data for the
numerical simulation of the cratering. As a test for the code the particle velocity history also has been
simulated.

STATIC AND DYNAMIC MATERIAL DESCRIPTION

In order to describe the penetration behaviour by means of the LS-DYNA2D code, static as well as dynamic
material properties of both target and projectile material have to be determined.

Static Material Properties

Uniaxial tension tests have been performed at quasi-static strain rates. The test rods were made according to
the standard DIN 50125 type A 10 x 50 with smooth cylindrical heads or type B 10 x 50 with threaded heads.
A double strain gauge with two crossed 90°-elements served to measure the transverse and axial strain in the
elastic regime. The true stress-strain curve was determined by measurements of the actual diameter in the neck
of the probe and the radius of curvature of the neck. For this purpose photographs of the plastically deforming
specimen were taken. The mechanical data are listed in Table 1.

Table 1. Measured mechanical data of the tested steels

C45-para. C45-perp. 9SMn28

ReL/MPa 383 360
ReH/MPa 421 375 -

Rpo.2/MPa - - 526
Rm/MPa 673 667 552
A5/% 33.5 19.5 10.7
E/GPa 208 - 209
G/GPa 80.7 81.3
V 0.288 - 0.285
HV 20 190 185

While the steel quality 9SMn28 was cold drawn and specimens were only loaded in the direction of drawing,
the probes of the steel C 45 were made out of rolled plate material. Therefore, specimens of C45 with the load
axis parallel as well as perpendicular to the direction of rolling were examined.

The true stress-strain data are fitted very well by the Ludwik equation

Ktr = K . (1)

with KL = 1077 MPa and n = 0.1785 for ('45 and with Kt_ = 641 MPa and n = 0.04383 for 9SMn28.
respectively.

Dynamic Material Properties

The dynamic properties of the two steel qualities have been determined by planar plate impact technique in
connection with a velocity interferometer VISAR (Barker and Hollenbach. 1965). The steel samples have been
mounted in a precisely adjustable sample holder (Fig. 1). The tilt angle a between projectile and target plate
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has been measured in previous tests to be a < 1.5 mrad. The target and projectile plate were always made of
the same material. The time resolution of the VISAR is 2 ns. Due to elastic-plastic material response to shock
loading, this shock wave is split into an elastic part, propagating with the longitudinal sound velocity cI and a
plastic part propagating with the shock velocity U. The waves are reflected at the free surfaces of target and of
projectile as release waves. Superposition of the waves inside the targets results in tension stress causing
spallation. The free surface motion of the target is recorded by the VISAR. Figure 2 shows examples of
velocity history curves for the material C45. All curves exhibit the velocity increase due to the elastic
precursor followed by the steep velocity increase caused by the plastic wave. After about 3 us the spall signal
is observed. From these curves the Hugoniot elastic limit HEL has been determined according to

CHEL = 1/2 P CI UHEL (2)

From the velocity decrease uP of the spall signal the spall strength of the materials is calculated using

G'p = '2 p cI uP (3)

cI, UHEL and aP are listed in Table 2.

Table 2. Longitudinal sound velocity c1, HEL-stress OUHEL and spall strength aP

cl/m/s aUHEL/GPa a~p/GPa

C45 5828 + 60 1.81 + 0.12 1.97 + 0.28
9SMn28 5818 + 60 1.4 ± 0.07 1.82 + 0.08

x/eioc ty-
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Fig. 1. Schematic experimental setup Fig. 2. Velocity history curves for C45-steel

With the known target thickness tp, and the time intervall dt between the arrival of the elastic and plastic wave
at the target rear surface the shock velocity U is calculated according to

U = cl / (1 + cl dt/tpl) (4)

The maximum stresses inside the target plates have been calculated using

..max = OHEL + '/2 P U (Umax - UHEL) (5)

and the strains are derived from

EI = UHEL / (2 cl); (1 = (Umax - UHEL) / (2 U), (, I + pl (6)

Finally the strain rates are derived from

S= (du,1/dt) / 2 U (7)

with du /dt the slope of the velocity curve at its steepest part during the plastic velocity increase. Figure 3

shows tKe U-u-data, Fig. 4 the a-(-data and finally Fig. 5 the a-i-data.
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For C45 the slope of the fitted curve in Fig. 5 is in quite good agreement with the i = a O- - rule reported
by Swegle and Grady (1985) for homogeneous solids. The deviation in the case of 9SMn28 seems to be based
on the more inhomogeneous nature of this steel, that has been observed during metallographic inspection of the
samples in recovery experiments.

IMPACT IN SEMI-INFINITE AND SINGLE PLATE TARGETS

Proiectile. Targets and Measurement Technique

Cylindrical steel projectiles (L = 20.7 mm, D = 20 mm, material 9SMn28) have been launched by a two
stage light gas gun in the velocity range vp = 2 - 3 km/s, applying the sabot technique. Semi-infinite targets
and single plate targets with thicknesses tp, of 20 and 30 mm of steel C45 are impacted at normal incidence.
The experimental test setup is demonstrated in Fig. 6. Two flash X-rays control in stereo the yaw angle of the
impacting cylinder in front of the target. Yaw angles of + 2' have been accepted. In case of plate targets the
debris cloud expansion is observed by the flash X-ray arrangement, shown in Fig. 7. One flash intensity is
weakened by an Al-absorber and so, two pictures of the cloud taken at different times on the same film can bedistinguished. There is a witness plate behind the target to visualize the impact pattern of the debris cloud.

Cratering in Semi-Infinite Targets

Craters in the semi-infinite target are shown in Fig. 8. The crater geometry is roughly hemispherical and the
crater lips are broken out. This indicates a relatively brittle behavior of the target steel C45. Some projectile
material remains in the crater ground area, the amount of which decreases with velocity. The crater data
penetration p, diameter d and volume VT are plotted in Figs. 9, 10 and 11 versus the impact velocity. The
most frequently used normalizations are applied, i.e. p/L, d/D and VT/Vp. For comparison and to demonstrate
in a better way the velocity dependence also penetration data for cylindrical Cl 10W2 steel projectiles (L/D =
1) into semi-infinite RHA targets are given with Vickers hardnesses HV = 230 and 295 kp/mm 2, respectively
(Hohler and Stilp, 1977). The data demonstrate the influence of the material hardness. In case of RHA targets
there is no breaking out of the crater lips. So da does not exist and d, = d. In the diagram VT/Vp with the
double logarithmic scale, the slope of the curves converges at high velocities roughly versus two, which means
oroportionality of VT to the kinetic energy of the projectile 1/2 mp vp2.
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target

Debris Cloud Expansion Behind Perforated Target Plates

Flash X-ray pictures of the debris cloud expansion are shown in Figs. 12 and 13. The clouds are roughly
spherical. The fragmentation increases with velocity and is smaller in case of the 30 mm plates. The damage
on the target front is comparable to that on the semi-infinite target. d, 1/di-data of 0.83 - 0.9 and 0.92 - 1.0 are
observed for the 20 and 30 mm target, respectively. This is in agreement with the fact, that the dl-values are
expected to increase with shield thickness and converge for thick shields (tpi - p) versus the crater diameter d,
in the semi-infinite target (Vitali et al., 1960). In addition there is a strong spallation damage at the target rear
side that confirms the relatively brittle behavior of the C45 steel. The spallation ring limits the boundary line
of the cloud near the target rear side. This ring is ejected with a diameter of about (dS, + d, 2)/2. For the inner
diameter d, 2 at the crater exit side dl = d, 2 is observed in case of the 20 mm target and dI > d, 2 for the 30
mini target. This means a decrease of d.2 with plate thickness in the area of thick shields.

Figure 14 shows a sketch of an expanding cloud together with the damage on the witness plate. This damage
consists of an inner area of high debris concentration with diameter dm,,n and an outer area of low
concentration with diameter dmax. It seems that the inner area is impacted by the main part of the debris cloud
whereas the particles in the outer area are partly coming from the rear of the cloud. The geometry of a cloud
can be characterized by the ratio of distance x and the maximum lateral diameter b (s. Fig. 14). b is only



II\ I i k ' r11

20mm Target

Fig. 12a. xi = distance between front of the cloud (f) and target rear
side (+); ti = corresponding time with t1 = 0 = moment of
impact. v_ 1929 m/s; x, = 82.9 mm, x3 = 143.8 mm;
t= 100 Ps, t3 = 165.6 ,s

Fig. 12b. v = 2529 m/s: x, = 65.5 mm, x2 = Fig. 12c. = 2911 m/s; x= 44.9 mm, x2 =
99.5 mM, x3 = 123 mm; tt = 80 ,us, 7b• m, x3 =115-1 mm; tl = 50 As,
t2= 109.9 Js, t3 =130.6 pjs t2  74.7 us, t3 = 105.5 us

30mm Target

Fig. 13a. v = 1927 m/s; x, = 70.6 mm, x2 =
187.5 mm, x3 = 133 mm; tj = 150 its,
t2 =219.8 As, t3 = 260.6 ps

Fig. 13b. v = 2535 m/s; x, = 70.2 mm, x2 =
112 mm, x3 = 134.4 mm; t1 = 110 ps,
t2 169.8 As, t3 = 200.6 ps

Fig. 13c. Vp = 2965 m/s; x, = 75.3 mm, x2 = 119.6 mm,
x3= 156.1 mm; tj =90 s, t2 = 134.8 us,
t3 = 170.7 •s
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defined for b > (d, + di2 )/2. For small x-values during early bulging b = (d.p + di2 )/2 is used. Figure 15
shows x/b as a funcion of x. x/b increases at small distances strongly with x, becomes one at about x = 4 D
and converges at larger distances versus x/b = 1. 1 - 1.2. This behavior can only be explained by the fact, that
the fragments are not ejected from a central point in the target. The origin of the fragments is spread ov,'r the
total damage area in the target and causes a dependence of x/b on x near the target rear side. At larger
distances this dependence disappears and x/b becomes constant, which means in this case a roughly spherical
expansion of the cloud. x/b is nearly equal for both plate thicknesses, tested here, i.e. nearly independent of
the residual velocity vR of the cloud front. Only a small decrease of x/b with vp is observed. This indicates a
weakly growing lateral spread of the clouds with impact velocity. This behavior is confirmed by the plot of
dmin and d., in Fig. 16. Both parameters weakly increase with Vp and do not depend on yR. vR-data are
given in Fig. 17.



SIMUL.ATION OF THE CRATERS IN THE SEMI-INFINITE TARGET BY THE
LAGRANGIAN COD)E LS-DYNA2D

LS-DYNA2D has been used to simulate the cratering in the semi-infinite target. Due to the restriction,
ILS-DYNA2D cannot be applied to numerical analysis of debris cloud forming. The material property
measurements already presented supply the basic material parameters for numerical analysis. LS-DYNA2D is
a well-known hydrodynamic Lagrangian finite element code. Based on its contact-impact algorithm, it is able
to solve many impact problems. For high strain rate, elasto-plastic deformation topics such as planar impact
tests, the code can produce excellent results. However, for hypervelocity impact. the elements are subjected to
a large amount of compression and deformation. To get stable results the time step size has to be reduced and
so the computer cpu time becomes too long. The new erosion option can overcome this restriction. It defines
the overcompressed elements as the failed elements, kills them and neglects their energy. Through the auto-
contact algorithm the contact surfaces are maintained. So the time step size and the cpu-time can be controlled
by users. However, the neglection of the failed elements can influence the result. A failure criterion is needed
to determine which elements should be deleted during computation. In this paper the effective plastic strain
Epl f at failure is used to be the criterion. But this failure strain is not a physical quantity and cannot be
evaluated from laboratory tests. The choice of Epl~f directly influences the numerical result.

Material Parameters in Simulations

LS-DYNA2D supplies many kinds of material models and equations of state. Here the isotropic-elastic-plastic
hydrodynamic material model with the Gruineisen equation of state is used. Based on the laboratory planar
impact tests and sound speed measurement the material parameters of Table 3 have been used.

Table 3. Material parameters used in the simulation

v G/GPa p/g/cm 3  ottEL/GPa a0/GPa ch/mm/4Ls S

9SMn28 0.259 85.8 7.8 1.4 (Test 102) 0.915 4.378 1.562
C45 0.279 81.3 7.8 1.71 (Test 95) 1.05 4.483 1.332

ch and S are taken from Fig. 3. G and u have been derived from measured c1- and ch-values and are very close
to the static data in Table 1. 00 was calculated from HEL-data in Table 2 and a Gruineisen parameter Iro of 2.0
for both steel materials has been inserted.

Simulation Results

By applying LS-DYNA2D, the planar impact tests have been simulated. Examples of the velocity histories of
the rear surfaces are shown in Fig. 18. The computed results are fairly in agreement with the experimental
Curves.

Based on the measured material parameters, the craters in the semi-infinite target have been simulated. Without
the erosion option, the computation will not be carried forward. The negative area elements will terminate the
computation. By using the erosion option, the effective plastic strain E111 t at failure is needed to specify the
criterion of the failed elements. Because 9SMn28 and C45 are both simi'lar steels, identical Ep|It-values have
been assumed. Beside the choice of C pt f' the plastic hardening modulus Eh influences the computed crater size.
Best results have been found with -I r = 1.8 cm/cm and Eh = 1.8 and 0.0 GPa for 9SMn28 and C45,
respectively. 2420 mesh elements and'2586 mesh nodes are used in these finite element analyses. To overcome
the instability problem, a scale factor for computed time step size has been used to control the initial computed
time step size. 40 1isec after projectile-target contact the projectile's velocity decreased from the initial valuev,
to zero and the final crater shape is formed. The calculations were carried out on the Alliant FX/80 super
mini-computer. The computed crater shapes are compared with the experimental craters in Fig. 19. The data
are listed in Table 4.

Table 4. Simulated and measured crater depth p and crater diameter d,
in the semi-infinite C45-target

vp/m/s p/mm di/mm

simulation test simulation test

2104 24.0 27.9 44.7 47.2

2478 25.7 31.5 49.7 56.3

2892 27.6 34.2 48.7 58.6
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The calculated craters are in a good agreement with the measured craters. Residual fragment material in the
crater ground has also been simulated. The breakup of the crater lips cannot be verified. The new erosion
option of LS-DYNA2D needs large computer's cpu time, but with the new option the hypervelocity impact
problem can be solved by means of a Lagrangian code.

400

>300 Simul. Simul.

9 SMn 28 C 45

z No. 102 No. 95

< 100

0
12 1 2 3

Time t/ps

Fig. 18. Simulated and measured velocity
history curves

I ! I
I I'' ,.i:

Fig. 19. Measured and simulated craters (vp, 2104, 2478 and 2892 m/s)

CONCLUSIONS

The cratering in semi-infinite targets and the perforation of thick shields with the debris cloud expansion has
been investigated for short cylinder fragments in the velocity range of 2 -3 km/s. Projectile and target
materials are steel 9SMn28 and C45,respectively. Thick shields are understood to be targets with thicknesses in
the order of the semi-infinite penetration depths. The damage on the target front side is comparable to that on
ti'.e semi-infinite target. At the beginning of it's formation the debris cloud exhibits a flat shape that is
determined by the origin of the cloud material from all over the impact region. During expansion the cloud
approaches nearly hemispherical shape. The cratering in the semi-infinite target has been simulated numerically
by the Langrangian code LS-DYNA2D with the new erosion option. Input data are static material properties as
well as shock wave data obtained from planar impact tests. The simulation of the particle velocity history of
planar impact tests and of the crater shapes is in fairly good agreement with the experimental data. Only some
minor deviations between experimental result and simulations still have to be improved.
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HYPERVELOCITY IMPACT EXPERIMENTS
IN SURROGATE MATERIALS

K. A. HOLSAPPLE

Aeronautics and Astronautics FS-I 0, University of Washington, Seattle, WA 98195;
Consultant, Boeing Defense and Space Group, Seattle, WA

ABSTRACT

A requirement to perform experiments for hypervelocity impacts in substitute materials arises from the
need for data at velocity ranges inaccessible in the laboratory. The role of melt and vapor in hypervelocity
shielding designs cannot be assessed with the maximum velocity of approximately 8 km/sec that is
achievable. As a consequence, there is interest in performing experiments in materials where the melt and
vapor regimes occur at lower velocities.

Such surrogate experiments can in principle be exact. A process in a surrogate material will be
dynamically similar to one in the material of interest if the constitutive equations are the same to within
three arbitrary scale factors given by the ratios of the natural mass densities, sound speeds and viscosities.
Then experiments can be performed at scaled size, velocity and time.

Cadmium and zinc are considered as candidates to substitute for aluminum to allow velocity scaling.
Their thermodynamic equations of state are constructed from existing data and the ANEOS analytical
equation of state model. They are recast in a scaled form in which the satisfaction of the scaling
requirements can be assessed. Reasonable matching is attained. Testing in cadmium at a velocity of 6
km/sec is approximately dynamically similar to experiments in aluminum at 18.6 kmlsec, a velocity
factor of 3. /.

INTRODUCTION

Hypervelocity impacts occur at velocities unattainable oy normal experimental methods. Impacts at
velocities up to 15 km/sec are important for vehicles in the space environment. At these velocities,
significant melt and vapor are generated from impacts into typical aerospace structural materials such as
aluminum. Unfortunately, the usual experimental techniques have been limited for some time to an upper
velocity of about 8 km/sec.

A natural question arises: what is the possibility )f using materials for which melt and vapor occur at
lower velocities to test the physics that would occur in aluminum at the higher velocities? Historically,
such approaches were based on heuristic arguments. In the early 1960's, cratering experiments were
performed into lead targets in order to achieve melt states. Are the results merely qualitative, or are they
also quantitative? The theoretical and practical answers to those questions are the basis for this paper.

335



31. K\ \ II fi H 1- I

DYNAMIC SIMILARITY IN EXPERIMENTS

A dynamic process consists of time and space dependent fields for the fields of continuum mechanics.
Those fields include, coliectively {x,v,a,F,p,po,T,b,e,L,r,q}, where x is the spatial position at time t
of the particle occupying X in the reference configuration,

x = x(X,t) (1a)
the tensor F is the material gradient

f = Grad x(X,t) (lb)

of that motion, a is the acceleration vector, v is the velocity, and L denotes the spatial gradient of the
velocity vector v:

L = grad v(X,t). (Ic)

Further, T is the symmetric stress tensor, b is the body force vector, r is the heat supply, p is the mass
density, Po is the initial mass density, and e is the specific internal energy. The internal energy is
arbitrary to within an additive constant. Here it is assumed that e=O in some initial state.

Consider two processes (, -rhaps with different materials) where the fields for the first process are related
to those of the second in some simple way. A similarity transformation is a relationship between those
two different processes which is characterized by simple "scale factor" scalar constants of proportionality
for each of the time and space-dependent fields, and for which tt three balance equations of mass,
momentum and energy are invariant. Suppose the time and space-det--ndent fields in the first process are
given. Then all of the fields in the second process will be denoted by primes, and will be related to those
of the first:

'•X' ''")= aox(X,t) p'(X',t') = app(X,t) T'(X',t')= arT(X,t)

b'(X',t') = a•bb(X,t) e'(X',t') = a•e(X,t) r'(X',t') a,r(X,t) (2a)

q'(X',t') = aoq(X,t)

at so-called homologous points and times defined also by constants of proportionality:

X'= axX x'= atx t'= ot (2b)

The de ived fields as a consequence of their definitions satisfy:

v'(Vt') av(X, t) v(X,t1)a'(X',t') aaa(X,t)= a.-)2 a(X,t)
(2c)

F'(X',t') aFF(X,t) = 1- F(X,t) L'(X',t') = aLt(X,t) = I L(X,t)
a. a,

There are nine independent scale factor constants in these equations. It is assumed that the material
position X is taken as the initial spatial position x. Then the two length scalar factors a, and ax must
be equal, leaving only eight remaining independent constants. In this case the deformation gradients F
and F' (and hence strains) are the same at homologous points in the two materials.

Assume that the fields in the ,irst process satisfies the general balance equations of mass, momentum and
energy. In order that the second also satisfy the equations these eight scale constants cannot be arbitrary,
but five must be determined by the remaining three. That can be easily proved by a substitution of the
un-primed fields into the balance equations (Schmidt and Holsapple, 1980). (That also follows from the
fact that there are three independent dimensions in the balance equations to which this transformation is to
be invariant. (Holsapple,1992).
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If one chooses the mass density, velocity and length scales as fundamental then it is necessary that the
others satisfy:

a- a = a b

a )(a,')'i(3)

The two processes are called dynamicall simila when these relations hold. Thus, the balance equations
of continuum thermophysics are invariant to a similarity transformation determined by three independent
scale factors, which can be taken to be those of velocity, mass density and length. In the present case, the
interest is in a scaling of the velocity field. The possibility of the invariance of constitutive equations to
such transformations is now examined.

GENERAL, THERMODYNAMIC CONSTITUTIVE THEORIES

A very general class of material behavior termed "simple materials" has been defined by Truesdell and
Noll (1965). Heat conduction can be ignored for the processes of interest here. Then simple materials
have constitutive equations given by:

T(t) = F IFtr),e(r)] (4)
1 -

where the value of the stress tensor at the present time t is determined by the entire past history over
times -o_ r! _ t of the deformation gradient and the internal energy. It is assumed that a stress-free initial
suite with F=I and e=O is chosen for the reference state.

The variables with units in this equation include the stress tensor T and the internal energy e. The
histories have the time variable t. There are then the three independent dimensions of stress, length and
time; or, equally, of mass density, velocity and time. Therefore, there must exist a natural material mass
(tensity scale Pl, a velocity scale c! and a temporal scale sl (or a viscous scale iql) defined by the
constitutive equation. Those natural material scales can be used to write (4) in a nondimensional form

I [ e(f) 1 r-t-T(t) F(?), 2 I s=- (5)

For processes that satisfy both the transformations (3) and the constitutive relation (5), the natural
material mass density, velocity and time scales must be scaled between the experiment and the prototype
case, which implies different materials for those processes. Only in the case that one or more material
scales is missing is there a possibility of constitutive equation invariance to one or more scale factors of
the similarity transformation for a fixed material (Holsapple, 1992).

Consequently, one cannot perform surrogate tests in the same simple material in the general case.
Further, while many special classes of materials have one or more natural material scales missing, and as
a consequence allow surrogate tests in that same material (Holsapple, 1992); no common class of
materials has the velocity scale missing for fully dynamic processes. As a consequence, surrogate
imuterials will be requiredfor velocity scaled experiments.

In the case that a surrogate material is used for the experiment, the scale factors will be determined from
the mass density, velocity, and time natural material scale ratios of the prototype and surrogate material.
The experimenter must choose the surrogate material to satisfy the specific constraints and needs for
experimentation. (If one or more material scales are not a part of the material constitution, then those
missing scales can be chosen at the convenience of the experimenter). Then experiments in that surrogate
material are related to the case of interest by the similarity trans formation, if the scaled form of the
constitutive equation (5) above is identical for the prototype and surrogate material. If the material



constitution has all three natural material scales, then the material velocity and time scales will determine
the size scale using the first of (3). For example, ii a surrogate material velocity scale is a factor of 1/3
compared to the material of the application, and the time scale is the same, then the experiment would
have to be conducted at a reduction of 1/3 in the size scale. If there is a velocity but no time scale in the
material, the size scale can remain arbitrary.

The practicality of these requirements can be assessed by a consideration of the type of constitutive
equations appropriate for hypervelocity impact processes, and by a perusal of the materials available.

CONSTITUTIVE EQUATIONS FOR IMPACT PHENOMENA

Descriptions of materials for hypervelocity impact studies are commonly written in two parts. First, the
pressure p (1/3 of the negative of the trace of the stress tensor), the internal energy and the mass density
are related by equations of state of equilibrium thermodynamics:

e = e (p,p) (6)

at each material point and lime.

The equation (6) relates three quantities, but there are only two independent dimensions, which can be
chosen as any two of stress, velocity and mass density. Therefore, this material has a natural material
mass density p, and velocity scale c, but it has no time scale. There cannot exist any other material
constants defined from (6) with units independent from these two. The velocity scale can be taken, for
example, as the reference condition sound speed co The mass density scale can be taken as the initial
mass density Po. Other choices may also be made. All other material properties inherent in (6) can be
expressed as dimensionless ratios using these two as basic.

The equivalent nondimensional form of (6) is given by using the two natural material scales:

e pp (7
2 -7 = I p] (7)

C, Pc"P)

where the function 0 is nondimensional.

20 . This equation of state (eos) description typically
includes the different regimes of solid, liquid and
vapor. A typical case is shown as Fig. 1, which
was generated for aluminum using the ANEOS
analytical description (Thompson and Lawson,
1972). (In this plot, the zero energy state is taken
at zero temperature, it could be shifted to the

atmospheric point at room temperature shown as a
• 10( , circle at the beginning of the Hugoniot by simply

- subtracting a constant.) The various curves are
. identified as the melt curves (solidus and liquidus),

the vapor dome, the Hugoniot, and various
isopressure and isentropic curves.

SThe second part of the material description is a
relation giving the stress deviator tensor as a

0 functional in terms of the past deformation gradient
0 1 2 3 4 and internal energy histories:

Mass Density (gm/cm 3)
Fig. i. The Equation of State for Aluminum,

with The Hugoniot and Phase Boundaries T,(t) = • I F(t), e( r) (8)
TO

At this level of generality, this functional includes theories of nonlinear viscoelasticity, plasticity,
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viscosity, fracture and elasticity as special cases. It is common to make the additional assumption that the
material is rate-independent, which rules out viscoclastic and viscous effects, but retains still all rate-
independent theories of elasticity, plasticity and fracture. Then the equation must be invariant to the time
scale factor a,, but still allows a history dependence where the stress is invariant to how fast that history
occurred.

The values of the functional (8) are stresses and the internal energy has the units of velocity2. The
nondimensional form is obtained using the same two material scales p, and c, that came from the
equation of state relation (6):

- IT(t)= 7F .-),-e(-)] (9)

where the replacement of the time variable by the dashes is meant to indicate the rate independence.
Therefore, all stress values determined by this equation (typically including modulii, yield stresses,
fracture stresses and so on) are made nondimensional using the same material scales as before. (In most
cases, there is no dependence on the past internal energy history, and the dependence on the present
internal energy is represented as a dependence on the present temperature. It is easily convened to this
form using a specific heat constant.)

Thus, for the equations normally used to describe materials in hypervelocity processes, there are only
natural material scales of mass density and velocity. Given a prototype material, and with a choice of a
surrogate material, the two material scales (denoted with and without primes) determine two of the scale
factors for the similarity transformation by

ap a,, (10)
P, ci

The remaining problem scales are then given by equations (3). Note specifically that the internal energy
scale is the square of the velocity scale. There is no material time or length scale, so that the size scale
a. is entirely arbitrary for tests in this class of problems, and can be chosen for the convenience of the
experimenter. For more general material models with a time scale, the experiment would have to be
conducted at the size scale determined by the time and velocity scales.

Thus, in summary,for two different materials to have impact processes that are dynamically similar the
scale factors are determined by the ratios of those materials mass density and sound speeds. It is necessary
that, when scaled by those constants, their entire equation of state surfaces be identical. In addition, the
stress constitutive equations must be invariant to that scaling, so that all stress measures must scale as
the pressure, using (10) and the second of (3).

The requirement for equality of the entire scaled cos description has many individual components and
measures (indeed, an infinite number). Included are static properties related to derivatives of (6) such as the
reference state bulk modulus, sound speed and Gruneisen parameter. Other measures include the shape of
the Hugoniot curve, the position and shape of the melt and vapor boundaries, and ad-infinitum. Here,
rather than attempting to list any finite number of those individual properties, it will be the entire plot of
that cos description that will be considered. Then a few particularly key properties will be identified for
quantification.

One might expect that a complete match of an equation of state surface, even crudely, is too much to
expect. What physical basis is there to even expect it? Motivation lies in simple models of solid state
structure of metals.

A simple model has atoms at the corners of a rectangular three dimensional structure, with interatomic
metallic bonds appropriate to the metals considered here. While various metals actually have different
crystal structures (face centered cubic for aluminum, close packed hexagonal for cadmium and zinc), the
essence of the behavior for any one can be depicted by this simple structure. Then the important physical
properties of the structure are the atomic masses, the interatomic spacing and the interatomic forces,
which depend on the interatomic spacing and the interatomic potential. An analysis of this model shows



that there is a compressibility modulus determined by the second derivative of tle interatomic potential,
divided by the interatomic spacing (Ashby and Jones, 1980). The atom masses and interatomic space also
give the effective bulk mass density. Thermal agitation of this structure is governed by that same
modulus and mass density. All macroscopic properties of this simple model are determined by that
modulus and the macroscopic mass density, so that the material behavior is determined by only two
fundamental material properties. If the interatomic potentials have the same shape, then second order and
nonlinear properties will also match. While different metals have different modulii and mass density, and
there are many complexities not addressed by this simple model, one might expect some kind of
correlation of material behavior based on only two natural material scales.

In tabulations of the material properties of the elements, certain correlations of this type are also noted.
For example, Gschneidner, 1964 discusses a number of correlations of the properties of elements
including near constancy of Poison's ratio, relations between the linear and the second order terms of
compressibility, correlation of the bulk modulus with the energy of sublimation, constancy of the
entropy of fusion, the Slater relation between the compressibility and the Gruneisen constant and the
Bragg and Lindeman laws for the heat of fusion. In all of these cases, the properties of the elements point
to an underlying simplicity based on only two fundamemal material scales for any one material.

In shock wave studies, researchers have also noted a similar fact. Many solid materials have the same
equations of state when nondimensionalized with the initial sound speed and the initial density, with only
the nondimensional Gruneisen parameter remaining as an additional parameter (see Rae, 1970 for a
discussion and references to the older studies). If the Gruneisen is similar between two metals (which is
common), then a complete first order match in a scaled sense is obtained.

Finally, there have also been successes in correlating cratering results in a variety of metals using only
the mass density and a single stress-valued strength measure (see Holsapple and Schmidt, 1982).

AN EXAMPLE: SUB-VELOCITY SCALING OF ALUMINUM

An examination of the material properties of metals was made, with a comparison to those for the
aluminum used for space vehicle shielding designs. The primary interest is in the dynamic properties,
with pressures and particle velocities appropriate to impacts a! several km/sec. Furthermore, it is not the
entirety of the equation of state description that will be important in the impact processes of interest. The
impact generates a shock wave in the material that propagates into the interior, decays as it propagates,
and may reflect from free surfaces. A typical material particle will experience this shock at some time and
the pressure will jump to a value along the Hugoniot curve. Particles near the impact point will be

subjected to higher pressure than those further
Mass density scale away. Behind the shock the process is

200 adiabatic, the pressure decays, and the material
particle follows an isentrope in the equation of
state surface. Eventually, all material points
will return to the ambient pressure.

D As a consequence, the primary region of
C concern is the region bounded below by the

Hugoniot, and above by the isentrope
100 unloading from the highest pressure generated

at the impact point. For aluminum, that is on
the order of a few megabars. An expanded view

B ~of that region for aluminum is shown in the
adjacent Fig. 2.
Several points of particular interest on the
Hugoniot curve are also shown on this Fig.

0 -The point labeled "A" is the first point where
2 3 4 5 the unloading isentrope back to ambient

Fig 2. The Region of Interest for Aluminum, Showing pressure at point "a" will reach any part of the
the Material Specific Energy and Mass Density Scales melt regime. Particles loaded to the point "B"

will have complete melt on unloading to point
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"b". Point "C" is the point where there will be partial melt at the shock wave, then complete melt will
occur on unloading. Material reaching point "D" will vaporize upon unloading to point "d". Finally,
material reaching point "E" will have complete melt at the shock, and will vaporize upon unloading.

For aluminum impacts into aluminum, the table I quantifies these points. It shows the peak pressure for
a one-dimensional impacts as predicted by the ANEOS model, and identifies other significant points of
impact velocity and pressure that give various levels of melt and vapor.

Table 1. Pressures generated for aluminum impacts into aluminum

Velocity Peak Pressure Notes
5 km/sec 600 kbar
8 km/sec 1.17 megabar
10 km/sec 1.65 megabar
12 km/sec 2.21 megabar
15 km/sec 3.16 megabar
20 km/sec 5.13 megabar
5.6 km/sec 700 kbar Point A: Some melt on unloading
7.2 km/sec 1.0 megabar Point B: Complete melt on unloading
10.4 km/sec 1.76 megabar Point C: Some melt at shock
10.9 km/sec 1.90 megabar Point D: Vapor on unloading
11.0 km/sec 1.93 megabar Point E: Complete melt at shock

10 In order to choose materials suitable for scaling studies,
9 .............................. i. .............. I.............. other metals were considered. It is desired to scale the

. .. velocity, so that any measure determined from the
8 *B...... velocity scale can be examined, including the natural
7 ................ .. ....... sound speed and any internal energy measures. As a= .............................. .............. .............................. fr t m a u e a ei l w v p e s w r x m nd

A] first measure, material wave speeds were examined.
............ o ............... Specifically, the zero pressure intercept of the linear fit

0 .... .. .. ... 5i ............. .......... . . to the shock velocity-particle velocity Hugoniot was
S:4 .eo". . chosen for actual comparison. (If that linear fit were

nO ....... i ............. exact, that intercept would be the sound speed.)
2 ...... .. . .

I That material velocity measure is shown in Fig. 3
0 5 10 15 20 25 plotted versus the mass density for a number of metals.

Mass Density (gm/cm3 ) Most metals have a lower wave speed than aluminum.
Fig. 3. Wave Speed and Mass Density of some There are several candidates for which the velocity

metals. scaling is about the desired factor of 1/2 or
Mass Density Scale so compared to aluminum; including

18 cadmium, gold, hafnium, lead, silver,
I tantalum, tin and zinc.16

Cadmium and zinc were chosen for further
S14-- study. (Future examination of several

•12 others is appropriate, including tin, and
silver which has the same crystal structure

ý- 10 as aluminum.) Complete three phase
"equations of state were then generated for

8 those two metals, again using the ANEOS
!L analytical eos package. To make detailed

I 6comparisons between these three equation
of state descriptions, an expansion of the
pertinent region is shown for cadmium in

2 Fig. 4 and for zinc in Fig. 5. The question
is whether in a scaled form, the equations

0 of state of either of these metals matches
8 10 12 that of aluminum. Using any material

Mass Density (gm/cmr) velocity scale cl and a mass scale Pi, the
Fig. 4. The Equation of State for Cadmium
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Mass Density Scale scaling of the internal energy and density axes
are given by (3) as the ratios of the square of

20 the velocity scales, and the ratio of the mass

density scales, respectively.

- The important points are those identified as
"A" to "E" in Fig. 2, as well as the unloading
from those states. In a qualitative way, one
can answer the question of the equivalence in a

g scaled sense by a simple overlay of the figures
10 2, 4 and 5 as presented, since the actual

v physical size chosen for the display here was
- exactly scaled by appropriate factors to match

the reference points "0" and the dynamic point
"E" where the Hugoniot reaches complete
melt. (Note that the absolute value of the
internal energy is of no consequence, therefore

-------- -- - the matching of the vertical offset for the axes

0 does not matter.) The overlay shows
6 7 8 9 10 reasonably good agreement of all of the

Mass Density pertinent points.

Fig. 5. The Equation of State for Zinc.
The scaling determined by that comparison of

the reference points and the points "E"; as well as certain other significant points can be determined by a
comparison of the ratios of the internal energy (velocity scale squared) and the mass densities at those key
points on these figures. An exact match of scaled properties would give a single velocity and mass
density scale for all points considered. The actual scale factors based on a number of those points is
shown in the Table 2 for the implied velocity scales, and in Table 3 for the implied mass density scales.
The static properties are those found in handbooks for properties at one atmosphere pressure in quasi-
static processes. The dynamic properties are determined by the Hugoniot curve, which governs the shock
propagation in the material.

Table 2. Ratios of Energy Properties for Aluminum, Cadmium and Zinc, and the Resulting Velocity
Scale Factors. (Energies are ergs/gm, sound speed in km/sec.)

Alum Cad Zinc Ratio Vel. Ratio Vel.
Al/Cd Ratio AI/Zn Ratio

STATIC PROPERTIES
Energy to Begin Melt 6.40E+09 7.10E+08 1.60E+09 9.0 3.0 4.0 2.0
Heat of Fusion 4.OOE+09 5.50E+08 1.13E+09 7.3 2.7 3.5 1.9
Energy to Begin Vaporization 1.06E+10 1.92E+09 4.59E+09 5.5 2.3 2.3 1.5
Vapor Energy 1.19E+I1 1.00E+10 2.OOE+I0 11.9 3.4 6.0 2.4
Reference Sound Speed 5.3 2.48 3.03 2.13 1.75

DYNAMIC PROPERTIES
Energy for Some Melt on 3.90E+10 3.90E+09 9.60E+09 10.0 3.2 4.1 2.0
Unloading (Point A)
Energy for Complete Melt on 6.20E+10 7.00E+09 1.52E+10 8.9 3.0 4.1 2.0
Unloading (Point B)
Energy to Begin Melt at 1.34E+1l 1.30E+10 1.24E+10 10.3 3.2 10.8 3.3
Shock (Point C)
Energy to Vaporize Someon 1.42E+11 1.20E+10 2.41E+10 11.8 3.4 5.9 2.4
Unloading (Point D)
Energy to Completely Melt at 1.52E+11 1.50E+10 1.61E+10 10.1 3.2 9.4 3.1
Shock (PointE _
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Table 3. Ratios of Mass Density Properties for Aluminum, Cadmium and Zinc.

Alum Cad Zinc RatioAl/ Ratio
Cd Al/Zn

STATIC PROPERTIES
Initial Mass Density 2.70 8.648 7.13 3.20 2.64
Mass density at Melt Beginning 2.57 8.42 6.84 3.28 2.66
Mass Density at Complete Melt 2.38 8.02 6.60 3.37 2.77
Mass Density at Vaporization Beginning 2.15 7.73 6.24 3.59 2.90

DYNAMIC PROPERTIES
Mass Density at Hugoniot Point A 3.87 11.12 9.49 2.87 2.45
Mass Density at Hugoniot Point B 4.12 11.79 9.98 2.86 2.42
Mass Density at Hugoniot Point C 4.61 12.64 9.74 2.74 2.11
Mass Density at Hugoniot Point D 4.65 12.39 10.52 2.67 2.26
Mass Density at Hugoniot Point E 4.69 12.82 10.04 2.74 2.14

With regard to the internal energy and the implied velocity scales in Table 2, it is seen that all energy
ratios are much more consistent for the dynamic properties than for the purely static properties.
Furthermore, they are all quite different than the simple reference-value sound speeds. Insofar as that
sound speed value is determined by the initial slope of an isentrope at the reference conditions, it is not
particularly indicative of the global behavior. Thus, it is probably not the best measure to determine the
effective velocity scaling. All dynamic energy scales give effective velocity scales of about 1:3.1 for
cadmium, with variations within 10%. There is much more spread for zinc, centering around about 1:2.5.

For the scales of the mass density, again the static are different than the dynamic. The dynamic mass
density scales for cadmium are about 2.8:1 compared to aluminum, and are about 2.3:1 for zinc. Again,
the zinc is much more variable, and appears not to be as good a choice for scaling experiments for an
aluminum prototype.

In summary, with respect to these thermodynamic properties it would appear that cadmium is a good
candidate for velocity scaled experiments for aluminum. The necessary curves in the equation of state
surface match to within perhaps 10% in the regions of interest.

The second aspect of matched behavior deals with the stress scales that govein the behavior of the
deviators in the solid regime. Those include a modulus of elasticity, yield strengths and fracture strengths.
(Note however, that as a material particle approaches a melted state, those finite strength effects go away.)

The compressibility in bulk is determined by the equation of state description already considered. The
additional shear behavior is determined by that bulk modulus and the Poisson ratio, which is about 1/3
for all common metals. Therefore, with respect to the compressibility aspects in the solid regime, the
matching of the equation of state should suffice. With regard to the metals above, the compressibility at
the atmospheric pressure state, as determined by the bulk modulus, Ko=poco2, does not scale particularly
well. Both cadmium and zinc have values well above the scale reductions calculated from the mass
densities and internal energies. That follows directly from the fact the reference sound speeds also do not
scale very well. However, for the total compressibility along points well up the Hugoniot, the matching
is quite good.

The scaling of the strength effects is quite a different matter from that of the compressibility. While the
crystal structure dominates the thermodynamics and compressibility, the strength of a crystalline solid is
never more than a small percentage of that predicted from the crystal structure and interatomic potentials.
Instead, it is governed by defects in that crystalline structure such as dislocations and grain boundaries.
Therefore, one cannot expect the strength measures between two metals to scale as simply as the behavior
based on the fundamental crystalline structure.

However, there are two factors that alleviate this potential problem. First, many aspects of the behavior
of processes of interest are not affected by the strength of the metal, particularly those dominated by melt
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and vapor where that strength goes away. For example, the spray cloud emanating from behind an impact
into a thin metal sheet at high velocity is undoubtedly not affected significantly by any strength aspects
of that sheet.

Secondly, in those cases where some strength measure is important, the strength of metals can be tailored
a great deal by alloying, annealing and by work hardening without significant effect on the other bulk
properties. Aluminum, as an example, comes in alloys and states with the yield strengths varying by
over an order of magnitude, but with essentially the same melting point, compressibility and other
thermodynamic properties. It is not out of the question that, for phenomena where it is thought to be
important, specific alloys or states of cadmium or zinc could be found with the scaled strength measures
down the factor of about 3.4 compared to a specific aluminum alloy of interest.

HYBRID SURROGATE MATERIAL TESTING

A hybrid approach to surrogate material testing for space debris shielding for the space station has been
advocated by others (Schmidt and Housen,1992). In their approach, there is a replacement of a front shield
of aluminum by a cadmium sheet of equal geometry, but the back wall, modeling the space station wall,
is retained in its original aluminum thickness and type.

This approach has advantages and drawbacks. It is probable that it is only the back wall material for
which any strength measures matter. When using aluminum those strengths clearly are as desired.

The function of the front shield at velocities over about 6 km/sec is to break up, melt and vaporize an
incoming hypervelocity projectile. The net effect is a dispersed spray of fine, strengthless particles hitting
the back structural wall over a circular area at high speed. That produces some pressure loading as a
function of radial position and time on the back wall. (Any remaining coherent dense particles could
create concentrations in that loading.)

With a surrogate cadmium front shield, the theory predicts that the pressure on the back wall will be a
factor scaled by the ratio of p1c, 2, (a factor of 3.4 less) over a period of time scaled by 1/c, , (a factor of
3.1 times longer) and with the same radial distribution. That pressure history loading can cause failure by
mechanisms of back surface spall due to stress waves and governed by spall fracture strength, by "punch-
through" of individual competent particles, or by over-all structural deformation and petalling governed by
yield and fracture strengths. Clearly there is little hope of matching failures governed by stress wave
magnitudes or punch through with such tests, these threats are substantially reduced in seriousness.
However, since the loading times are relatively short compared to structural response times, it may not be
the entire pressure history that matters. Instead, it is commonly assumed that such failures can be
characterized by the area under the pressure-time history: the impulse (per unit area) of the loading. The
impulse scales as the product poCo. Serendipitously, that product is almost the same for cadmium and
aluminum, the cadmium gives an impulse that is within 90% of that of aluminum. (This value is to first
order unity, the scaling of the material behavior is not accurate to any better than perhaps 10%.) Thus,
failures by impulsive loading are modeled correctly in this hybrid approach.

What is gained in this hybrid approach is the elimination of the requirement to scale the back wall
strength and fracture values, which may be difficult to achieve for cadmium or other surrogate materials.
What is lost is the ability in principle to correctly model all types ot failure. A separate assumption of
the appropriate measure of the loading on that back wall is required to free the experimenter from using
the surrogate material for all parts of the problem.
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SUMMARY

The use of surrogate materials is necessary for any dynamically similar tests at reduced velocity. In
principle such tests can be exact, with a scaling of all velocities, mass densities, and sizes determined
from three natural material scales. Using those three material scales to non-dimensionalize, the entire
remaining constitutive behavior of the surrogate material must match that of the prototype. For the
common material models for hypervelocity impacts, using equilibrium thermodynamics and rate
independent stress functionals, there are only mass density and stress scales, so that surrogate material
tests at the prototype or any other size scale are possible.

There are simple solid-state models that would predict matching of equation of state descriptions using
only two material scales that give some basis for expecting actual first order matching with common
metals. The equations of state of both cadmium and zinc do give first-order matching, more so for the
overall dynamic properties than for the detailed properties at atmospheric pressure that govern static tests.
For cadmium, the properties predict that a test scaled with a velocity scale reduced by a factor of 3.1 and a
mass density scale increased by 2.8 will give a good match to tests in aluminum. Any strength scale that
is important in the test would have to be reduced by the factor of 3.4.

With additional assumptions about the governing measure of part of the problem, such as impulsively
loaded failures of back walls in shielding designs, the requirement to scale strength values of the back
wall may be eliminated by using the actual prototype material.
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ABSTRACT

Impact experiments were conducted which employed soda-lime glass projectiles (50, 150, 1000 and
3175 inm in diameter; Dp) and aluminum (1100 series) and Teflon (FEP) targets of variable thickness
(T; ranging from thick infinite halfspace targets [Dd/T < 0.11 to foil thicknesses of a few microns [DP/T
> 1001). The objectives of these impact experiments were to determine, at constant impact velocity, the
relationships between the diameter of the resulting penetration hole (Dh), the foil thickness (T) and the
projectile size (Dp). We found that Dh, and other morphologic features such as rim structures in
aluminum or spall phenomena in Teflon exhibit a systematic relationship to the target thickness. This
relationship is described by polynomial fits which permit unique solutions for unknown projectile sizes
(Dp) from the measurement of T and Dh on space-exposed surfaces.

INTRODUCTION

Reconstructing the size of a projectile from measured crater or penetration-hole dimensions on surfaces
tha. were exposed in low-Earth orbit (LEO) is not a straightforward task, yet it is critical to the
understanding of the collisional hazards to spacecraft. (e.g., Levine, 1992, 1993). Projectile masses
vary by more than ten orders of magnitude, while encounter velocities may range from essentially zero
to tens of km/s at arbitrary impact angles, and projectile densities can range from <1 g/cm3 to as high
as 8 g/cm3 (steel). Even if reasonable average conditions were applied to any set of measured craters or
penetrations, substantial uncertainties would still remain in deriving projectile sizes and masses
because the critical, initial conditions cannot readily be duplicated in the experimental impact
laboratory. As a consequence, an apparent discrepancy exists between cratering and penetration
formulas when interpreting the populations of impact features on space-retrieved surfaces.

Specifically, when extracting projectile diameters from craters and penetrations on the same 125 gim
thick aluminum foils from the Solar Maximum Mission (SSM), the resulting projectile size frequencies
display a pronounced offset at the transition from cratering to penetration regimes (Warren et al.,
1989). Similarly, Humes (1991) reported internal inconsistencies between cratering and penetration
formalisms during his analysis of Long Duration Exposure Facility (LDEF) surfaces. Note that both
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investigations refer to aluminum targets, whose impact behavior has been extensively investigated (e.g.,
Carey et al., 1985; Cour-Palais, 1987; Herrmann and Wilbeck, 1987).

The objective of this study was to experimentally determine the relationship between the penetration-
hole size (Dh) and the impactor diameter (Dp) by employing targets of thickness (T) that systematically
ranged from infinite halfspace (Dp/T << 1) to thin films (Dp/T > 100). This wide range in target
thickness not only permits investigation of the transition between the cratering and penetration
regimes, but it also enables characterization of the target thickness which yields Dh = Dp. Thus, such
an experimental approach corresponds to satellites/instruments in LEO which typically expose
materials of fixed thicknesses and which encounter an enormous range of projectile sizes, as evidenced
by substantial populations of (small) craters and (relatively large) penetration holes on many space-
exposed surfaces (e.g., Warren et al., 1989; See et al., 1990; Levine, 1992, 1993).

14 B) Solar MAX

12 Louvers
Total N = 62 Holes

10 T=125 pm

8" "N
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180 (0) LDEF
160 Thermal Blankets
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Fig. 1. Typical results from SMM (Warren et al., 1989) and LDEF (See
et al., 1990). (A) Penetration of a 125 pim aluminum louver from
SMM (Dh = 435 ptm), (B) Frequency distribution of normalized
(Dh/T) penetration-hole diameters in the SMM louvers, (C)
LDEF thermal blanket. Each black dot represents a penetration,
but the actual penetration-hole size is typically order of
magnitude smaller than the low-albcdo ring features; field-of-
view = -35 cm (D) Frequency distribution of penetration holes
>300 lim in all LDEF blankets.



EXPERIMENTS

The rationale for selecting the specific materials employed in this study (i.e., annealed, 1100 aluminum
and FEP Teflon as targets and soda-lime glass spheres as projectiles) is as follows:

Aluminum thin films, -500-1000 A thick, are being contemplated for use on future dust-callection
instruments on the Space Station Freedom (CDCF, 1990). However, various aluminum materials have
already been exposed and returned from space (e.g., Warren et al., 1989; McDonnell, 1991; Humes,
1991; H6rz et al., 1992a; See et al., 1992). Fig. la displays a typical penetration feature on a SMM
aluminum louver, while Fig. lb shows the frequency of the entire population of penetration holes
observed on all louvers, where the hole diameter has been normalized to the target thickness (125 ILm;
Warren et al., 1989).

On LDEF, a specific type of protective thermal blanket covered -20 m2 of surface area and represents,
next to the aluminum surfaces on LDEF, the most substantial opportunity to characterize the
cumulative particle environment in LEO at constant target properties (e.g., See et al., 1990). These
blankets consisted of an -125 pm thick outer layer of Teflon, backed by vapor-deposited metal mirrors,
organic binders and thermal protective paint resulting in a total blanket thickness of -180-200 pim. We
are aware that pure FEP Teflon, as used in this study, may be a somewhat deficient analog to these
composite LDEF blankets, but we consider it suitable in order to obtain first order insights into Teflon's
behavior. Fig. Ic shows a typical LDEF thermal blanket containing numerous penetrations, while Fig.
1d plots the measured frequency distribution of all penetrations >300 pm in diameter (See et al., 1990),
again normalized to target thickness (180 tin).

The use of soda-lime glass projectiles relates to the dominance of natural silicates in LEO, at least for
projectiles 10 to 500 gim in size, as demonstrated by the chemical analysis of projectile residues in
LDEF impact craters (Bernhard et al., 1992). Such projectiles also reflect our primary interests which
are the development and analysis of cosmic-dust experiments. Within the context of the hypervelocity
particle environment in LEO, our silicate impactors also provide complementary and useful contrast to
most of the previous and ongoing penetration studies which generally employ metal projectiles.

An important part of understanding the wide diameter range of (LEO) penetrations in targets that vary
from microns to millimeters in thickness relates to an understanding of the effects of absolute projectile
size. Cour-Palais (1987) demonstrated that there is a modest dependence of crater diameter (Dc) on
absolute projectile size (Dp). Similar dependency may exist for penetration holes, and is the reason why
glass spheres 50, 150, 1000 and 3175 tim in diameter were employed.

EXPERIMENTAL RESULTS

Projectile velocities for the aluminum-foil experiments ranged from 5.8-6.2 km/s, with the majority
clustering between 5.9 and 6.1 km/s; we refer to them as representing a nominal 6 km/s. Similarly, the
Teflon-experiment projectile velocities ranged from 6.2-6.5 km/s, with the majority clustering at a
nominal 6.3 km/s. All experiments were performed with a 5 mm light-gas gun at normal incidence to
the target surface.

Morphologic Trends in Aluminum Targets

The types of craters and penetration holes produced by soda-lime glass projectiles in aluminum targets
are illustrated in Fig. 2. Each vertical column is at the same scale, given at the bottom. Each column
is arranged such that the "standard" crater (infinite halfspace target) is at the top, with target thickness
decreasing downward. The actual target thickness is identified for each image/experiment by the
normalized thickness ratio DW/T. When comparing absolute and relative dimensions a convenient,
internal scale is presented by the penetration hole in the thinnest foil (bottom), which approaches or
corresponds to the condition of Dh = Dp. For clarity, not all experiments are illustrated.



3175 , D ( . 150 50

eWAtFi.2 Crtr an"ecrto oc eutn rmgaspoctlsi

- 0

0 0 w

I0-,

1O),. ( ,CJ sf P ,, 1- 00 r n

Fig. 2 Craters and penetration holes resulting ftrom glass projectiles in

incrcasingli thinner aluminum targcls of normalized thickncss
DIJF (gicen lor each framc). Notce Dh = Dp at D,/T > 50



D T 1oil

0.100 0.368" •,• 0 .36 8

0.254041 " ~0.41 7

0.500
0.290

0.333 1.0

U 2.0

0.352 ____________

____ ___ ____ ___ ____ ___ 3.0

Fig. 3. Cross-sections of aluminum targets penetrated by 3175 pam glass
projectiles traveling at 6# km/s DrJ = I provides conmcnient
comparison of relative and absolutc dimensions because T - D)



1,)K/ , t "

It can be seen in Fig. 2 that craters and penetration holes found in massive targets (D/IT < 1) possess
typical dimensions measured in multiple projectile diameters. As increasingly thinner targets are
encountered, the hole diameter progressively shrinks until sufficiently thin foils permit Dh to approach
Do; this typically occurs at D./T > 50. The transition from cratering to penetration events is gradual
and systematic, as are other morphologic changes. This systematic behavior must be viewed as a
continuum. This conclusion is reinforced when examining the penetrations in cross-section, as
summarized for the aluminum target.i and the 3175 grn projectiles in Fig. 3.

Note in both Figs. 2 and 3 that the diameters of the craters and penetrations, if measured at the initial
target surface, remain essentially constant at D/l < 1. The penetrations resemble truncated cratering
events in that the flow of the target material at or close to the front surface responded in a fashion
typical for cratering. If anything, the diameters measured at the very target surface are subtly larger for
the penetrations at Dý/T < 1 compared to the standard crater diameter, suggesting somewhat increased
lateral flow and deformation. While these crater diameters remain relatively constant, the diameter of
the penetration hole (see Fig. 3) undergoes a dramatic change from sizes smaller than Dp, at or close to
the ballistic limit (D/T = 0.3), to dimensions measured in multiple projectile diameters at Dý/'" > 0.35.
Figure 3 also shows that the depth of the crater increases when incipient spallation occurs and that
there are systematic changes in the slope(s) of the crater walls until Dp/T > 0.5 is reached.

Observations of the witness plates associated with these experiments (H6rz et al., 1992b) corroborate
the view that these penetrations represent truncated cratering events because no projectile material
reaches the witness plate until D1 /T > 0.6-0.7. Without exception, this projectile material is molten
and deposited on the witness plate in the form of subtle, webb-like stringers. These melt stringers
appear for the first time at target thicknesses which are thinner than the depth (P) of the standard crater
(i.e., at T < 0.8P). This implies that in spite of the gaping holes at D11I" = 0.4 to 0.6, all of the
projectile is entrained in cratering-related flows, and is quantitatively ejected uprange.

Note from Figs. 2 and 3 that it takes DViT > 1 to generate penetration holes that are smaller in diameter
than the standard crater, regardless of where the actual hole diameter is measured (at the target surface
or at the narrowest points). This decrease in Dh is systematically related to T until a threshold foil
thickness is reached where Dh = D, (see actual measurements below). We do not have a good physical
model for the small penetrations in thin targets (Dp/T >> 1). Obviously, progressively thinner targets
will lead to increasingly shorter arrival times of the rarefaction waves from the rear surfaces (e.g.,
Gehring, 1970). The rarefaction waves will terminate any incipient cratering flow at increasingly
earlier times, thereby arresting radial crater growth.

The morphology and dimensions of the crater lips develop in a fashion that is systematically related to
the target thickness as well. The lip diameter, measured from crest to crest (Figs. 2 and 3), can be
modestly larger at DprF" < 0.5 than that of the standard crater, yet it systematically decreases with
decreasing foil thickness. Furthermore., the average extent of the entire lip (D1; average periphery to
periphery diameter accounting for the lobate nature of the lip by multiple diameter measurements)
systematically decreases as T decreases, as does the height of the lip above the original target surface.
In summary, the detailed lip morphology is also a sensitive indicator for scaled dimensions (DMIT) and
is an auxiliary criterion to aid in solving for Dp (H6rz et al., 1992b).

Finally, Fig. 2 illustrates that the above described morphologic continuum applies to impact events of
dramatically different sizes, having employed projectiles that differed in diameter by almost two orders
of magnitude. These observations provide substantial confidence in the linear scaling of dimensional
relationships to either smaller or larger projectile sizes and/or to thinner or thicker targets. In detail,
and as described in Horz et al., (1992b), the crater diameters at very small scales (DP = 50 Pm) seem
relatively smaller than those produced by millimeter-sized impactors, consistent with the observations
of Cour-Palais (1987). In contrast, the penetration holes produced in very thin foils (D/T > 20) by 50
Mim impactors arc subtly larger than their counterparts from large projectiles. Thus, there is evidence of
subtle, scale-dependent phenomena in our aluminum penetration experiments (H6rz el al., 1992b).



Morphologic Trends In Teflon Targets

Teflon responds to shock stresses largely by brittle failure yielding crater and penetration-hole
morphologies that differ dramatically from those of the 1100-series aluminum. Fig. 4 summarizes the
crater and penetration-holes produced by , 175 and 1000 jim diameter glass projectiles into Teflon. A
few experiments which employed 150 pm diameter projectiles exist, but are not illustrated. Fig. 5
shows the cross-sections of penetrations in Teflon targets resulting from 3175 pim glass projectiles.
Akin to Figs. 2 and 3, the penetration holes in the thinnest targets of Fig. 4 and the Dr/r = 1 case in
Fig. 5 represent convenient scales for projectile dimensions.

Referring to Figs. 4 and 5 we observe that Teflon undergoes significant spallation on both the front and
rear surfaces. Furthermore, the "standard" crater in Teflon (e.g., Dp/T = 0.125 for Dp = 3175 pm) is
difficult to precisely define because of the highly irregular fashion in which Teflon tends to fail. The
walls and bottoms of the craters are formed by highly irregular protrusions that are associated with a
substantial set of radial cracks which approach a crater radius in length. Nevertheless, the overriding
impression from Figs. 4 and 5 is again one of continuous, systematic and gradual changes of all
morphologic elements with decreasing target thicl. ness. The general conclusion seems inescapable that
penetration holes are systematically related to Dpi1, no matter what target material, and that they form
a morphologic continuum over a wide range of Dr/T, including a smooth transition from cratering to
penetrations in massive targets.

The geometry of the rear-surface spall zone in Teflon is fairly constant for the more massive targets
(see Fig. 5). For experiments with Dr/r < 0.75, the spalls appear to truncate a full crater at
increasingly shallower depth (relative to the target's front surface). Note that most of the penetrations
have wedge-shaped cross-sections. The crater walls are prominent at Dr/T < 0.25, yet they are
gradually being replaced by free surfaces associated with spall processes emanating from the rear (D/ýT
> 0.25-0.5). Apparently, an increasingly larger fraction of the total target cavity is being generated by
the removal of material from the rear as Dr/T increases from -0.2 to 0.5. These observations extend
our general view that penetrations of massive targets reflect truncated cratering events.

Refcrring to Fig. 4 we also note that the average diameter of the front spall zone (D,; obtained from
multiple measurements of their irregular, scalloped diameter) stays relatively constant at all Dp/T <
0.75, resembling that of the standard crater. Again, similar to the crater lips in aluminum, subtle
increases of D, seem typical for penetrations at Dp/T = 0.15-0.5. Substantial decreases of Ds occur at
Dr/" > 0.75 which is simultaneously accompanied by a rapid decrease of relative spall width (Ds/Dh).
Rear-surface spallation processes are already occurring in the Teflon targets at D/T = 0.15, and are
substantial at DW/T > 0.2. Note in Fig. 5 that at D/IT = 0.2-0.5, the rear-surface spallation can be
substantially more pronounced than that associated with the front side. Specifically, over a relatively
narrow range of target thickness (Dr/T = 0.2-0.3), the rear-surface spall diameters are substantially
larger than D, and go through a maximum at DrF = 0.2-0.3. Furthermore, the rear-surface spallation
at Dr/T > 0.5-0.7 is so prominent that it controls the physical size of the penetration hole. producing a
distinct maximum for Dh at Dr/T > 0.6-0.7, a phenomena which was verified and reproduced by a
number of duplicate experiments.

CRATER AND HOLE DIAMETER MEASUREMENTS

Detailed measurements of the crater diameter (Do, wall intercept with the target surface), the rim-
diameter (Di, rim-crest-to-rim-crest), the of lip width (Di. average radial extend of lobate and irregular
periphery of lips) and the hole diameter (Dh, smallest physical hole size) for all aluminum targets are
described by Honrz et al. (1992b). Comparable data was obtained for the Teflon targets (e.g., De, Dh,
D,). Htowvcvcr. we only present Dh measurements below, because they represent the most prominent
feature of thin targets and because they frequently constitute the only measurement obtained in
systematic fashion from space-exposed surfaces (e.g., See et al., 1990).
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As can be seen in Fig. 6, the size of the penetration hole in both materials is systematically related to
the target thickness. In fact, the plot is purposefully designed to serve as a "calibration curve" for the
determination of an unknown Dp from measurable dimensions (Dh and T) on space-exposed targets.
Assuming some unit velocity, such as the experimental 6 km/s, one may obtain unique solutions of Dp
for individual penetrations. This is a substantial improvement over previous efforts that largely
employed ballistic-limit considerations and that could only define a minimum projectile size, leading to
cumulative statements that all penetrations must have been caused by projectiles larger than this
threshold impactor.

, 103 (A) Aluminum (B) Teflon
-J

••DP =Dh Dp =Dh
Dp Dh Dp Dh

W 3175 a 3175
>1000 / 1000:*<• 1o;150 & 150 "

2000 .. .50 1
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RELATIVE HOLE DIAMETER (Dh/'T)

Fig. 6. Plot of penetration-hole diameters (Dh) in (A) aluminum and (B)
Teflon targets plotted as a function projectile diameter (Dp), both
normalized to target thickness (T).

Note from Fig. 6 that experiments conducted with a wide range of projectiles sizes combine to define a
single curve, the form of which is similar for both the aluminum and Teflon targets. This validates the
scaling of target and penetration-hole dimensions as a suitable approach to solve for first-order
projectile dimensions from the measurements of Dh and T on space-exposed (aluminum and Teflon)
targets that may be substantially thinner or thicker than those employed in these experiments. We have
performed various curve-fitting procedures and find that a polynomial fit of the form loglo y = a. +
aI(loglox) + a2(log1ox) 2 + a3(log10Ox) 3 + an(logIox)n (where y = Dp/T and x = Dh/T) best describes and
generalizes our experimental results (as summarized in Table 1).

TABLE 1. Coefficients for the formula (see above) that best describe the
curve fits to the data plotted in Fig. 6.

ao a, a2  a3  a4  a5  a6  a7 a8
ALUMINUM(1100) -0.458 0.175 1.008 1.199 -1.131 -0.800 1.152 -0.434 0.546
TEFLON (FEP) -0.485 0.667 0.562 -0.230 0.518 0.021 -0.661 0.415 -0.075



DISCUSSION

This is an experimental effort aimed at delineating the transition between cratering and penetration in
aluminum and Teflon targets, as well as at improving the more general understanding of penetrations
of thin targets, including the ultra-thin case where penetration-hole dimensions mimic those of the
projectile. The motivation for such efforts evolved from the analysis of space-exposed surfaces, both
present and future. Detailed comparison with previous work exceeds the scope of this report, especially
since we are not aware of other penetration experiments utilizing Teflon targets.

Some comparisons with existing aluminum data were offered by H6rz et al., (1992b). Generally, after
adapting existing formalisms to the present experimental conditions (i.e., glass projectiles at -6 km/s),
the aluminum results agree to the first order with previous efforts (Maiden et al., 1963; Nysmith and
Denardo, 1969; Pailer and Grun, 1980; or the summary of Carey et al., 1985). Nevertheless existing
penetration formulas may disagree by 50% (either too large or too small) in the determination of Dp, at
Dp/T = 1-10. Application of existing data to massive targets (Dp/T < 0.7) can yield discrepancies as
large as a factor of two in Dp, and still larger discrepancies with some models are noted at DpT > 20.
The best agreement of our data with that of others, over most of the target thicknesses employed in this
study, is with Maiden et al., (1963) and Carey et al., (1985).

Extensive comparison with previous work is not warranted because our current data only pertain to a
constant impact velocity, thus prohibiting tests of and comparisons with previous suggestions regarding
velocity scaling, which is a crucial and integral aspect in the interpretation of penetration features on
space-exposed surfaces. Without question, we must perform duplicate experiments over as wide a
range of velocities as possible before formulating generalizations of space-produced penetrations, most
of which result from projectiles traveling at >10 km/s. However, on the basis of our present data, we do
suggest that penetrations of relative dimensions Dh < T should be considered as truncated craters.
Consequently, these penetrations may be interpreted with suitable crater-scaling laws, including
applicable velocity scaling, with the proviso that the impact feature was charactcrized by D, rather than
by Dh. On the other hand, the case of ultra-thin foils, yielding Dh = Dp, most likely displays little, if
any, velocity dependence. Therefore, penetrations of targets possessing relative thicknesses between the
limiting cases of truncated craters in massive targets and the Dh = Dp case for very thin films must have
velocity exponents that vary as a function of foil thickness.

Lastly, we return to Figs. lb, Id and 6 all plotting penetration-hole diameters normalized to the target
thickness. Note that the vast majority of space-retrieved penetrations (Fig. 1) have normalized
diameters Dh/T < 5. Therefore, they fall exactly into that category of Dh/T values in Fig. 6 for which
we suggest appreciable differences with cratering equations, as well as substantial deviations from the
simple assumption of Dh = Dp. These observations emphasize the need for a more detailed
understanding of penetration processes, both experimental and theoretical, to properly interpret the
majority of targets that were penetrated by natural or man-made hypervelocity particles in near-Earth
space.
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ABSTRACT

Man-made orbital debris has increased in number so that it poses a potential barrier to the exploration
of space. The ever-increasing number of objects in space has created an increasing hazard to all
spacecraft, including manned shuttles, unmanned satellites, and manned space stations. Although
international efforts are underway to reduce the proliferation of space debris, the number of objects
continues to climb.

The majority of debris tracked by earth observation is classed either as "operational debris" (spent
boosters and satellites, discarded hardware from manned flight, etc.) or as "fragmentation debris" (debris
created by explosions aboard boosters or satellites or by impacts between objects in orbit). While there
is considerable information available about operational debris, statistics on fragmentation debris are more
suspect, since it is difficult to predict with any accuracy the fragments resulting from an explosion or
impact on a space structure.

As realization of the importance of the problem grows, the hypervelocity launcher and impact
communities are becoming increasingly involved. This paper defines the major problems to be solved
and outlines the requirements for launchers, diagnostics, and modeling. A new U.S space program to
model the fragmentation of satellites impacted by space debris is described. The results of tests against
actual satellites are described in terms of their importance to the modeling effort.

BACKGROUND

Space voyagers of the late 1950's and early 1960's were concerned that the meteorite flux in near-Earth
and trans-lunar space might be sufficiently high that spacecraft would be in great danger of being struck
and destroyed (Charters, 1964; Bjork, 1961). Pre-1963 estimates of the meteoroid flux (Fig. 1) and
data returned from the Explorer XVI spacecraft were cause for concern among spacecraft designers.
Sufficient data existed on the effects of hypervelocity impact on lightweight structures to indicate that
even very small particles represented a danger to spacecraft and satellites (Eichelberger and Gehring,
1962; Herrmann and Jones, 1961; Kornhauser, 1960; Christman and McMillan, 1966)
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Fig. 1. Early data suggested a significant hazard to spacecraft.

At the request of NACA (NASA's predecessor), an effort was begun to design lightweight shields for
spacecraft, utilizing the hypervelocity guns that had been developed for the anti-ICBM program
(Charters, 1960). Thus was created the "Whipple Bumper", named for Fred C. Whipple of Harvard
University, its originator (Whipple and Hughes, 1955; Whipple, 1963) (Fig. 2). This concept of
shattering the incoming particle into small pieces with an externally-mounted shield and thus spreading
the impulse over a large area of the spacecraft skin has persisted, in many forms, to this day (Maiden
et al, 1963; Cour-Palais, 1979; Olsen and Nolan, 1992; Hertel et al, 1991).

Fig. 2. Spacecraft shield design became

an active area of research.

With the advent of man into space, however, statistics from satellites soon proved that the likelihood of
meteorite impact was small. Note the decrease in measured flux shown in Fig. 3 (Grun et al, 1985).
Decisions were made early in the manned spaceflight program not to employ external shields in space
module design.

By the 1970's, interest (and funding) had waned considerably for hypervelocity impact studies relating
to protecting spacecraft. Interest in hypervelocity impact for use as a warhead mechanism for ABM
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Fig. 3. During the late 1960's and early 1970's, new data indicated a lesser hazard existed.
Interest (and funding) in hypervelocity research waned.

systems also declined because of the inability of early projectile guidance systems to intercept incoming
reentry vehicles with miss distances measured in meters. The effect of lack of accuracy was to increase
the size of the fragmenting warhead and thus the size and cost of the missile. As a result, the U.S. anti-
ballistic missile developers considered for a time equipping their missiles with nuclear warheads, where
larger miss distances were acceptable.

THE SITUATION CHANGES

The reduced interest in hypervelocity impact phenomena remained until the 1980's, when the situation
changed substantially. First, guidance system technology improved to the point where fragmenting
warhead and hit-to-kill projectiles became feasible for ballistic missile defense. This increased capability
produced a vigorous program under the Strategic Defense Initiative to understand how enemy missiles
and reentry vehicles could be destroyed by ground and space-based kinetic energy weapons.

Second, because man-made debris in space had increased dramatically, the likelihood of a dangerous
encounter in space became a subject of worldwide concern. Figure 4 presents a 1976 estimate of the
expected increase in orbital debris, assuming an input rate of 510 fragments per year and neglecting
fragment demise by reentry into the atmosphere occasioned by atmospheric drag (Kessler and Cour-
Palais, 1978). The probability that a spacecraft might be damaged by the impact of orbital debris could
no longer be ignored.

As the fragment population continued to increase, a new phenomenon was postulated to occur, further
exacerbating the problem. In a process termed "cascading", impacts between fragments in orbit create
many more fragments. Figure 5 indicates that, even if no new fragments are added (0% increase line),
the total population continues to grow (Su, 1985). Moreover, if even a modest 5-10% per year increase
occurs in the number of new objects added to orbit, the population can grow geometrically, making
space exploration a risky business, indeed.

(It should be noted here that there remains disagreement within debris growth modelers on the statistics
and severity of the problem of debris cascading.)

Space debris thus became a matter of international concern and international agreements wure accorded
to mitigate the proliferation of new objects in space. A resurgence of interest soon followed in
hypervelocity impact phenomenology for spacecraft shields and for techniques to mitigate and clean up
the orbital debris environment.



362 W. M. ISBELL and W. J. TEDESCHI

AVERAGE DEBRIS FLUX, 700-1200 km

0 • ASSUMES INPUT RATE 510/yr
NO ATMOSPHERIC DRAG

O0 -1

r-20 U)
-=3 -2

o ~ -DEBRIS FLUX

JIN GIVEN YEAR0a- -4

2100

1976

8 C
-7-

U 4W 197 19
-6 -4 -2 0 2 4 6 a

LOG MASS. gins
Kessler and Cour-Palais, NASA/JSC (1978)

Fig. 4. In the 1980's, the situation changed as man-made
debris in space increased dramatically.

104

FLUX OF DEBRIS
103 

- i OBJECTS aoi 4 mm

150%I i 1
Ia"I I :

102 A 25%

0,1 I

2000 2002002

R ed ' N Y

X10-2 _ // 2%

IL 0-3 _,,o 
#

10"-5 ATITUDE =500 km

2000 2050 2100 2150
Reynolds and Potter, NASA/JSC (1989) YEAR

Fig. 5. A 1989 estimate by NASA indicated that collisions between debris in orbit could
cause a geometrical increase in numbers of fragments.

The decade of disinterest has taken its toll, however. Because of current inadequacies in both
experimental and calculational capabilities, hypervelocity impact researchers presently have only limited
means to conduct the necessary research. National and international programs have been initiated to
close the technology gap. These programs are being directed toward:

A more fundamental understanding of the fragmentation process, including the development of
the capability to predict the number, size, velocity, and direction of fragments,
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The development of launchers and diagnostics capable of simulating and recording impacts in
the 10-15 km/s range,

An understanding of the results of fragment impact on spacecraft so that efficient shields can
be constructed.

This paper discusses the requirements for research into the growing problem of space debris, the new
launchers and diagnostic systems to be brought to bear, and the status of the impact and breakup models
that will be used to predict the generation and spread of debris in space. The paper begins with a
definition of the debris environment and the experimental and calculational capabilities required to
conduct research.

DESCRIPTION OF THE PROBLEM

There has always been a flux of particles passing near the Earth. These meteoroids arise from several
sources - asteroids, cometary debris, and occasional interstellar particles. Since the beginning of the
"Space Age", however, there has been an enormous increase in the number of particles large enough
to do serious damage to space assets - 1 cm or more in size.

The problems before the space community are therefore, "Can lightweight shields be designed to counter
the threat? Can the threat be mitigated or eliminated?"

The corresponding problems before the hypervelocity impact community are, "Can predictions be made
of the generation and propagation of space debris? Can the insight from this community into
hypervelocity phenomena and fragmentation of structures be used to devise shields, fragmentation
mitigators, and debris cleanup methods?"

There remains the question of how accurate the predictive models and data need to be, especially for
very small particles. There seems to be consensus in the space debris community that the range of
greatest interest is for fragments 1 mm to 10 cm in length. While the numbers of objects in space
undoubtedly continues to increase as fragment size decreases, shielding for debris < 1 mm is possible.
Conversely, while weight-effective shielding for fragments > 10 cm is not likely to be available in the
near term, the number of fragments and their probability of striking a space asset is now quite small.

Figure 6 depict the locations of orbital debris, as seen from near Earth and from near geosynchronous
orbit (Teledyne-Brown Engineering, 1988). They comprise some 7,000 objects with dimensions greater
than about 10 cm and many more objects too small to be tracked from ground stations. Figure 7 shows
the growth vs time for these objects over the thirty year period 1960-1990.

Near Earth Geosynchronous Orbit

Polar View View at 45*

C Jrte-y of Teledyne Brown Enginee-rWg

Fig. 6. The debris population is most extensive in near Earth orbits, but includes a sizeable
number of extremely long-lived fragments in geosynchronous orbit.
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A 1990 assessment of hazards to spacecraft (objects > 1 cm in size) estimated that natural hazards and
operational payloads comprise only 7 % of the total number of objects in orbit, while operational debris
and fragmentation debris account for 50% and 40%, respectively.

Orbital debris is thought to originate from two main sources. First, propellants left aboard spent
boosters and satellites can leak past seals, resulting in an energetic hypergolic reaction which fragments
the spacecraft. Second, fragment-satellite and satellite-satellite impacts fracture create substantial debris.
Thousands to millions of particles are created by these scenarios.

In order to determine solutions to the problem of orbital debris, it is necessary to understand the
fragmentation processes in sufficient detail to be able to predict the statistics of debris generation. At
present, both explosive fragmentation and impact fragmentation stress the ability to perform such
predictions.

The estimated relative impact velocity distribution for debris impact on objects in a space station orbit
is shown in Fig. 8 (Mog, 1990). The probability distribution peaks at - 13 km/s, making it necessary
to extrapolate test results by nearly a factor of two in velocity, since current launchers are limited to 6-8
km/s for projectiles of substantial mass (>30 g).

The problem is made even more difficult by the fact that secondary debris fragments undergo changes
in phase from solid to melt to vapor as the impact velocity is increased over the range of interest.
Inaccuracies in the formulations of three phase equations of state make the prediction of impact damage
even more uncertain.

REQUIREMENTS FOR TESTING

For an adequate space debris program it will be necessary to provide launch capabilities over the entire
mass-velocity range of concern to the orbital debris community. Figure 9a demonstrates the parameter
space required to be covered. When contrasted with the current capabilities of modern launch systems
(Fig. 9b), the problem becomes clear.
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Fig. 9. Comparison of Mass-Velocity Launch Requirements for Space Debris Studies
with the Capabilities of Various High velocity Launchers.

While electrostatic and plasma-drag launchers cover the appropriate velocity range, only the lowest mass
range is covered. In addition, particles launched by these facilities are primarily spherical, while orbital
debris fragments are generally more plate-like. It has been shown that flat plate fragments can cause
substantially more damage than spheres of an equal mass (see, for instance, Chhabildas et al, 1991a).

Light gas guns, the mainstay of hypervelocity impact testing, can launch fragments of the required sizes
and shapes, but only at velocities of 6-8 km/s, leaving unexamined the most damaging and most difficult
to calculate regions of parameter space.

Thus, the requirements for testing will stress the current state of the art in most areas of hypervelocity
reseaich. Certain advances must be made:

The velocity range must be extended to 12-15 km/s. Because of current weaknesses in
fragmentation models, data obtained on complex structures at 6-8 km/s usually cannot be
extrapolated with confidence to much higher velocities.



Since fragment shape can have an influence in satellite penetration and fragmentation, irregular
fragments must be launched which simulate the actual debris. This requirement and the
requirement for fragment impacts at specified angles are difficult for current launch systems.

The necessity of determining the vulnerability to impact of hazardous energetic materials will
require specialized impact chambers, capable of testing hypergolic and non-hypergolic liquid
and solid propellants and pressurized batteries, gas bottles, and fuel cells.

Actual satellites should be tested, if possible. Current tests on mock, full scale satellites have
demonstrated that, for satellites with complex geometries and filled interiors, many more
fragments are created by impact than for a simplified mockup.

If actual satellites are to be impacted, impact chambers of large dimensions must be available.
Current impact chambers are limited to structures of approximately two meters in length. If
scaled models are to be used, it must be shown ttnat the fragment statistics are accurate.

For future use on satellites and space stations, on-orbit debris sensors must be developed that
are capable of remotely sensing, recording, assessing, and communicating information on
potential debris impacts in near real-time.

The impact testing program will require a large number of tests, because of the inherently
statistical nature of the problem. Lowered launcher costs are desirable, a requirement which
runs counter to the need for higher velocities.

Details of the impact process must be measured on very complex targets. Typically,
hypervelocity impact experiments have been made on idealized targets, where access for optical
and electronic measurements has been relatively easy, and where x-rays can penetrate through
the target, revealing details of interactions. These procedures must now be adapted to targets
in which complex, multiple-dimension interactions make many currently used x-ray systems,
gages, and sensors inapplicable.

Debris recovery and tracking techniques are fundamental to the success of the debris program.
In general, the current soft recovery techniques are insufficient to determine the fragment
numbers, directions, and velocities. New techniques and adaptations of previous techniques are
being developed.

While this is an imposing list of deficiencies, solutions to most or all of the problems described above
have been proposed. Some of these solutions are described below.

ADVANCES IN LAUNCH SYSTEMS

Papers presented at the 1992 Hypervelocity Impact Symposium show promise of launchers attaining the
requisite velocities and masses.

The three stage light gas gun at Sandia National Laboratories (Chhabildas, 1991bl launches
I gram, thin flat discs at velocities over 12 km/s, with the possibility of launching both higher
masses (to several grams), at higher velocities (to 14 km/s), and with projectiles of lower L/D.

Shaped charge launchers have been able to reach the appropriate velocities for several
decades, although they produce multiple projectiles with rather ill-defined shapes and masses.
Both eccentrically-initiated and inhibited shaped charge designs are now available which
separate the first fragment from the remainder of the jet, making these techniques more
applicable and thus more attractive (Hield, 1992a; Walker et al, 1992). Shaped charges are
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currently capable of launching 10 gram fragments at 10-1i km/s. Scaling of these devices to
100 gram fragments at similar or slightly higher velocities appears feasible (Held, 1992b).

Plasma-drag devices, which have been used extensively for space debris studies at microgram
masses (lgleseder and Igenbergs, 1989) may also be capable of achieving somewhat higher
masses, using a first stage injection device (Igenbergs, 1992).

Electromagnetic launchers, while holding great promise for achieving the requisite velocities
have, as yet, been unable to perform launches of greater than 6-8 km/s. Funding for achieving
still higher velocities is currently in the decline, with efforts being primarily devoted to
velocities <5 km/s.

"Electric guns" throwing thin, flat sheets of dielectric nmaterial, can reach (and exceed) the
necessary velocity range for space debris studies (Osher et al, 1989). While testing with these
launchers will be valuable, their applicability is limited by their inability to launch "typical"
debris materials and shapes.

Electrostatically-launched particles have been measured with velocities > 100 km/s (Keaton
et al, 1989). Particle masses, however, are in the range of femtograms to micrograms. Useful
phenomenology studies are possible with this technique and, if scaling studies indicate a
relationship with the much larger particles of interest to space debris, the information obtainable
may be directly useful.

It is obvious that providing launch facilities for space debris research must be approached from several
directions, and that no one launch technique will cover the entire parameter range of interest.

DIAGNOSTIC SYSTEMS

While launcher development has been emphasized for the last decade, at least to some degree, the
development of diagnostic systems for complex targets has not kept pace. Considerable additional
improvements are necessary.

There are promising new diagnostic techniques which can be applied to the problem of instrumenting
complex targets. Among these are:

Very penetrating pulsed x-ray sources

Pulsed laser holographic techniques for fragment visualization and counting (Hough, 1989;
Ang, 1992)

Fiber optic and conducting wire "break wire" grids for target fragmentation (Naumann and

Isbell, 1992)

X-ray cinematography systems

Miniaturized, shock hardened on-board recorders and telemetry units (Menna et al 1992)

Foam recovery materials which are calibrated for velocity and fragment shape (Cunningham
et al, 1992; Dahlen et al 1992)

High pressure "water lathe" systems for simplifying the tedious task of separating fragments
from the recovery foam (Venditto, 1992)
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TESTING AND MODELING EFFORTS FOR DEBRIS GENERATION

In the absence of substantial data and validated first-principles models for debris creation, the space
debris community has developed and used simple empirical spacecraft and booster breakup models for
debris calculations. Programs now being initiated will expand significantly the experimental breakup
database for use in semi-analytic breakup models and in complex, state-of-the-art, physics-based models,
including hydrocodes and finite element structural response codes.

Current spacecraft breakup models are empirical in nature and are based on test data from a handful of
partially characterized tests. The output from these empirical models is consequently of low fidelity and
accuracy. Typically, the debris impactor/target structure interaction is modeled in terms of the masses
involved and the relative velocity and, therefore, the kinetic energy of impact. The structures are
assumed to fragment into isotopically expanding debris clouds. The specific model output consists of
debris mass and velocity distributions.

These models are considered accurate to within only an order of magnitude, since no explicit accounting

is made of the structure geometries and materials. The models are routinely used outside the parameter
space upon which they were developed.

As part of an Orbital Debris Technology Transfer Program conducted by the Defense Nuclear Agency
(DNA) and their agent, Wright Laboratories of Eglin AFB (WL/MNSA), carefully-controlled
hypervelocity impact tests are being conducted on various complex spacecraft structures to provide
accurate and complete debris mass and velocity distribution data. The first test series, called the Federal
Republic of Germany Impact Test Series (FRGITS), was conducted in November 1991 and involved
three scaled, complex satellite structures and one complex satellite electronics box, impacted by 8-15
g aluminum debris fragments at 10 km/s.

Details of the FRGITS test series are contained in Hunt et al (1992).

The second test series, named the Satellite Orbital Debris Characterization Impact Test (SOCIT), was
conducted from September 1991 through January 1992 and involved the flight-ready OSCAR 22 Navy
satellite, obtained from the U.S. Navy by D. McKnight, then at the United States Air Force Academy.
In addition to the test on an actual satellite, tests were also conducted on two structural mockups of
OSCAR, a solar panel, and a fourth-stage adapter section (Cunningham et al, 1992).

The projectile was a 150 g sphere of aluminum, impacting at 6 km/s. A full suite of instrumentation,
including debris capture foams, X-rays, cine and pulsed laser photography, and numerous onboard time
of arrival and motion sensors were used to capture the debris field generated.

Figure 10 shows the OSCAR satellite target. Impact tests were performed on a solar panel and on the
satellite body. Data reduction and analysis are described in detail in a companion paper.

These recent tests are significant in that they represent a substantial increase in the statistical data on
satellite breakup available to modelers. In the SOCIT series, in particular, a substantial effort was made
to recover and characterize the debris in terms of number, size, material, direction, and (to some degree)
velocity. The recovery techniques used by General Research Corp., the test conductor, ensured that
greater than 90% of all debris was recovered. The recovery process protected the debris in an manner
such that secondary damage from the recovery process did not affect the data.

Debris specimens were processed and subsets of the debris were supplied to groups at the University
of Colorado and California Institute of Technology for additional detailed examination.

Significant improvements are being made in the ability of semi-analytic and complex models to
determine the breakup of complex spacecraft structures (see, for instance, McNight and Brechin, 1990;
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Fig. 10. External View of OSCAR Satellite Impacted in Debris
Generation Test Series.

McNight, 1987). The new models include analytical descriptions of the target and impactor structures,
material constitutive properties, and fragmentation algorithms. These improvements are producing more
accurate definitions of the debris fields generated by impact. Such a capability is of importance in
determining not only the number and size of fragments, but how the debris propagates in space and thus
how it will affect the long term, on-orbit debris environment.

In addition to the rapidly-advancing capabilities of "traditional" hydrocode models (CTH, MESA, JOY,
HULL, DYNA, etc.), a different approach to computer formulation has been taken by the developers
of the Smoothed Particle Hydrodynamics (SPH) model - Los Alamos National Laboratory, the Air Force
Phillips Laboratory, and the New Mexico Institute of Technology, among others (Tedeschi et al, 1991).

The SPH model is based on a Lagrangian formulation which offers the advantage of being able to track
the formation and propagation of debris over large distances and times. SPH has been used to calculate
the effects of projectile impacts on satellites, on complex military targets, and on the simulated hull of
Space Station Freedom.

INTERNATIONAL PROGRAMS

The space debris problem is international in scope and research is underway in several countries. There
have been attempts at the international level to develop orbital debris generation and mitigation
"standards" for all space-faring nations. These attempts have been both informal - at the working level
(e.g., technical interchanges between scientists at technical conferences and information exchange
meetings) and formal - at the United Nations level (e.g., legal definitions of debris and methods to
mitigate debris generation).

These efforts are currently meeting with varying levels of success. While most countries appear to be
cognizant of the debris threat and are acting responsibly to minimize the likelihood of on-orbit debris
generation, a consensus has yet to be reached on implementing potentially very expensive debris
mitigation schemes. Most space-faring countries recognize the need to conduct debris related research,
including hypervelocity impact breakup testing and modeling, to understand this growing threat.

In the United States, member organizations of the DoD/NASA/DOT Interagency Group (Space) are
conducting orbital debris research in a cooperative and coordinated environment. Orbital debris
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research has taken the form of projections of future debris environments, studies of impact
phenomenology and shielding, concepts for debris mitigation techniques, and hypervelocity breakup
testing and modeling. The results of these efforts are being documented throughout the open literature.

Internationally, research efforts have taken a similar form. The Former Soviet Union has obtained
considerable orbital debris-related information, e.g., on-orbit and ground-based measurements,
hypervelocity launcher techniques, and spacecraft breakup data. When made available, this information
will be an invaluable contribution to the field.

The European Space Agency member countries, the Japanese, and the Canadians also are active in
orbital debris research in most of the areas mentioned above. Through technical publications, they have
made major contributions to the international orbital debris space community.

SUMMARY

There is a sense of urgency in defining and solving the problem of man-made debris in space. Although
the rate of debris increase is slowing as nations implement debris mitigation schemes in their operations,
the total number of fragments in orbit continues to increase. Without these efforts, the risk to both
manned and unmanned space exploitation could become unacceptable. Only through continued orbital
debris research and continued open cooperation between nations can nations understand the magnitude
of the orbital debris problem and work to correct it in a timely manner.
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ABSTRACT

This paper presents Lagrangian EPIC code computations for oblique, yawed-rod impacts onto thin-plate and
spaced-plate targets at various velocities. The baseline set of computations considers a nominal obliquity of 65
degrees and a nominal impact velocity of 1300 ni/s, onto thin-plate targets at nominal yaw angles of 0, -10, and
+ 10 degrees. The yaw angles are achieved by inducing velocities into the plates. These results are compared to test
data and MESA code results published previously. Additional sets of computations are presented to show the effect
of increased impact velocities at nominal values of 26(X) m/s and 52(X) ni/s. Some spaced-plate computations arc
also included.

INTROIDUCTIO)N

('omputer codes are now available to perform it variety of two- and three-dimensional comnputations for high-
velocity impact problems. Although two-dimensional comlputations have been performed routinely for many years.
a relatively small number off three-dimensional compputations have been performed. Current three-dimensional
co(impu ti ng capabilities now allow for tile examination of many interesting three-dimensional effects.

This paper presents a variety of three-dimensional EPIC computations. They are intended to examine the following
factors:

" The accuracy and efficiency of EPIC code computations, as compared to MESA code computations and
test data, for oblique, yawed-rod impacts onto thin plates.

" The effect of increasing tile impact velocity by factors of two and four such that the nominal ininact

velocities are 1300. 26(1(0, and 5200 rn/s.

"* The effect of initial yaw and impact velocity for spaced-plate targets.

COMPARISON TO TEST DATA AND MESA COMPUTATIONS

Figure I shows three impact conditions for a depleted uranium (DU) rod impacting a steel plate. These problems
are presented and discussed by Cagliostro. et al. (1990). The obliquity, y, is the angle between the rod velocity
vector and the plate normal, in a coordinate system fixed to the plate. The yaw angle is cc = y - P, where [ is the
angle between the rod axis and the plate normal. These problems represent a rod velocity of 1290 m/s relative to
the plate, an obliquity of y = 65 degrees, and three nominal yaw angles of 0, -(10. and +10 degrees. The conditions
on the left side of Fig. I are for a stationary plate. Those on the right side are essentially equivalent, except that the
yaws are obtained by inducing veloities into the plates. This allows the rod velocity vectors to act along the
longitudinal axes of the rods.

Figure 2 shows EPIC three-dimensional cmLpuLtations for these three conditions. A constant flow stress of 1790
MF'a was used for the rod. and a constant flow stress of 10(X) Ml1a was used for the steel plate. These strengths
were used so that a direct comparison with MESA code computations (Cagliostro, et al., 1990) could he made- The
materials were not allowed to fracture, and the erosion strain was 1.5.

When a Lagrangian material erodes, the element essentially disappears, except that mass is retained at the nodes.
This is necessary to allow the sliding interface to be continutously updated. such that the projectile can erode
through the top surface of the target plate. This provides the capability to penetrate and perforate thick target plate.
(Johrin•i ari(l Stryk. 1987).

171
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YAW DEFINITIONS FOR EQUIVALENT YAW CONDITIONS
STATIONARY PLATES FOR MOVING PLATES

YAW =a -/ 6

1290 m/s

DU ROD CýTEEL PLATE

217 m/s

Y= 65

13= 55

*9 284 m/s

Fig. I. Baseline Yaw Conditions for Stationary Plates and Equivalent Yaw Conditions
for Moving Plates

Figure 3 shows the EPIC results compared to Eulerian MESA code computations (Cagliostro, et al., 1990) and to
experimental test data (Fugelso and Taylor, 1978). In general, the EPIC results are in good agreement with the
trends of experimental data and they are as accurate as the MESA results. Due to the scatter in the test results, it is
difficult to quantify the differences between the computed results and the test results. Some of the differences
between the computations and the test data may be due to effects of fracture and friction, which were not included
in the computations. It should be noted that the MESA results for the net velocity are improved when the constant
flow stress is replaced with a thermal softening model and/or a fracture model (Cagliostro, 1990).

There are two sets of EPIC results shown in Fig. 3. The EPIC (PREVIOUS) results were presented earlier by
Johnson and Schonhardt (1991), and these were based on a coarser grid and a slightly different sliding interface
algorithm. The EPIC (PRESENT) results, shown in Fig. 2, have a finer grid which is similar to that used for the
MESA computations. The volume of the MESA cells and the volume of the EPIC elements are both equal to
1.0 mm 3 in the uniform regions of the grid. Because the Lagrangian grid is only embedded into the rod and the
plate, it requires only 20,112 elements. The Eulerian grid, however, must include the entire region, and it required
202,752 cells, for essentially the same grid size as the Lagrangian computation.

This effect is clearly shown in the comparative computing times. The Lagrangian EPIC computations required only

13 CPU minutes on a CRAY Y-MP computer for I00 ps, whereas the Eulerian MESA computations required

3 hours for the same 100 pIs on a CRAY X-MP. Even though the CRAY Y-MP is about twice as fast as the CRAY
X-MP, the Lagrangian computations are definitely much faster. As a point of reference, the EPIC (PREVIOUS)
results used a coarser grid of only 10,368 elements, and it required only 6 CPU minutes on a CRAY Y-MP.

These results cannot be generalized for all problems. For penetration into thick plates, the accuracy of the
LaE~rangian erosion algorithm can decrease (Johnson and Stryk, 1987), and the CPU difference may not be as great.
For spaced-plate computations, however, the CPU advantage may be further increased for the Lagrangian codes.

It is not the purpose of this paper to argue the relative merits of Lagrangian and Eulerian codes, because both have
advantages and disadvantages for different classes of problems. It is intended instead to show that Lagrangian
codes can be effectively used for high-velocity impact computations.
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EHF'E{C1TOF INCREASED) PROJEC'TILEI VELOINr'Y

Now that the accuracy of the FEPIC computations has been partially assessed by comparing to test data, it is of
interest to examine the effects of other variables. Figures 4 and 5 show the effects of increasing the baseline rod
velocities by factors of two and four. The plate velocities remain tile same as for tile baseline conditions so that the
yaw is decreased. The times at which the results are shown are decreased by factors of two and four so that
meaningful comparisons can be made. Although there is no experimental verification of these higher-velocity
conlputcd results, there is no reason to believe that tile accuracy should be different than that of the lower-velocity
baseline results.

Figure 6 shows residual rod characteristics as a function of impact velocity for the various yaw conditions. These
results are complicated by the fact that the obliquity is not constant for the different yaw conditions. For the
residual velocity (V/V-) and the trajectory deflection (8), tile effects of yaw are almost eliminated at the nominal
increased velocities of 2600 and 52(M) ni/s. The residual lengths (L/Lo) for the negative-yaw cases at the increased
velocities are less than tile other yaw conditions. This may be due to the increased line-of-sight distance (because
the obliquitv is higher) the negative-vaw rod must travel to perforate the plate.

The angular velocity (w) results are very interesting. For tile baseline conditions in Fig. 2, the early angular
velocities are negative (nose up) when the rod first impacts the plate (Cagliostro, et al.. 1990). The magnitude of
tie early rotation is greatest for the necative ya, case because the obliqtuitv is greater arnd the plate is moving
upkward, After tihe tega tive-ya, rod perforates the plate, the plate pushes the aft end of the rod upward (at 50 'us).
thlus imparting a large posit ive angular velociiy (nose dowtn). For the baseline positive-yaw case. the plate pushes
tie aft end of tile rod downward (at It))) us) resuhling in a negative angular velocity (nose up).

As, tile impact velocities are increased, the negative-yaw cases behave in a similar manner. except the magnitudes of
the ,rigular velocities are reduced. For the positive yaw cases, however, the plate does not push on the aft end of
the rod at the higher velocities. This results iii a positive (nose down) final angular velocity as the rod follows the
path of least resistance through tile nionnal thickness of the plate.

SPAC ED)-IPLATVE C(M II TrATI()N'S

A\s rited previously, L.agrangian computations arc well-suited for spaced-plate corlputations. This is because the
grid is embedded tn the raterial ontlV., and the grid is not required for the spaces. Figure 7 shows a three-dimension

•\e, of tie baseline. no-yaw. case at 200 (is, after an additional thick plate has been added at 150 Pas. The face of
the second plate is about 20 cm frrm the face of the first plate. along the path of the rod. Both plates are of
identical steel material.

Ft,2urc , shows cross-sectional view\\ s of the rod and two plates at 200 (Is, as well as the second plate at 250 (is and
ISOp s. The nrceative-,a,, rod does, not perforate because of tile lower velocity and higher angle at impact. The
posNitie \aw does perfor aec, aid it is prolahl. becauise of the higher velocity

-It Cii me) s hI,.ks resuIts ior increased roil velocities of approximrately 260() ru/s. I Here. tile increased velocities and
dcercaCd imnpact angIe, alho\. the rods for all three cases to readily perforate tlie second plate.

S.II.ARV AND) (ONCI,.SIONS
This pap, er has demonstrated that [agranian FP(" Code coriputations can provide reasonably accurate. efficient.

ind useful resitlts for a class of problems involving rods (at various obliquities, yaws. and velocities) impacting
aruc[,i comitpi 0ed thin Inad spaced plates,, It also has show ii tile effects of varying these parameters and hats
prosIdCd iniht into undcrst-mding the complicated interactions which occur during the course of the events.

..\ "'k( \I.EI)( ; E MLFNT,

Th Iis \ork was partiall, ftunded by ('ontract 1-08635-89-"C-0074 front Wright ILabtoratory. Armament Directorate.
clJin tir FI•rce Base. J.,. SchonnIardt and R.A. Str\ k also prov ided assistance in performirg tile computations.
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INCORPORATION OF AN SPH OPTION INTO THE EPIC CODE
FOR A WIDE RANGE OF HIGH VELOCITY IMPACT COMPUTATIONS

Gordon R. Johnson, Eric H. Petersen, and Robert A. Stryk

Alliant Techsystems Inc.
Brooklyn Park, Minnesota

ABSTRACT

This paper describes and demonstrates how a Smooth Particle Hydrodynamics (SPH) algorithm can be incorporated
into a standard Lagrangian code such as EPIC. The SPH technique is also Lagrangian, but it has variable nodal
connectivity and can handle severe distortions in a manner comparable with Eulerian codes. Included is the SPH
algorithm for axisymmetric geometry, example problems using only the SPH option, and example problems where
the SPI- grid is coupled to the standard EPIC grid. The coupling techniques allow for attachment, sliding, and
automatic generation of SPH nodes.

INTRODUCTION

The Smooth Particle Hydrodynamics (SPH) technique was first introduced by Lucy (1977) and Gingold and
Monaghan (1977). Since then, further contributions have beei. made by Schtissler and Schmidt (1981), Monaghan
(1982), Gingold and Monaghan (1982), Monaghan and Gingold (1983), and Benz (1989). Many of the early
applications were directed at astrophysics problems.

Recently, Cloutman (1990), Libersky and Petschek (1990), and Stellingwerf (1990) presented SPIt computations for
high velocity impact problems. The effect of material strength, for elastic-plastic flow in two-dimensional plane strain
geometry, was also presented by Libersky and Petschek (1990). A closely related approach, using variable
connectivity NABOR nodes, was provided by Johnson, Stryk, and Dodd (1986) and Johnson and Stryk (1989).

The primary motivation for this work has been a desire to perform severe distortion computations in a Lagrangian
framework. Because there are no elements or fixed grids in these variable connecti" ity approaches, highly distorted
flow can be represented. Although it has yet to be demonstrated or proven, the hope is that the SPH techniques can
provide sufficiently accurate and efficient results to improve on the current capabilities of standard finite element
Lagrangian and finite difference Eulerian approaches.

This paper describes how an SPH option has been incorporated into the EPIC code. Because both the standard
elements and SPH nodes are Lagrangian, both the SPH nodes and standard elements can be included in a specific
problem. This feature allows for the capability to obtain solutions for a wide range of problems.

SPII ALGORITHM FOR AXISYMMETRIC GEOMETRY

The derivation and theoretical discussion of the SPH approach is not provided in this paper. It will instead be an
extension of the work of Libersky and Petschek (1990). In some cases, the SPH algorithm reported herein has been
modified to allow it to fit into the framework of the EPIC code. The axisymmetric algorithm is included because it is
not a straightforward extension of the plane strain algorithm.

Before presenting the specific algorithm, a few comments should be made to show how the SPH option fits into the
structure of a standard Lagrangian code. The following four steps represent the primary computational activities:

"* Step I - Update the velocities and displacements of the nodes, based on the nodal forces generated during the
previous cycle. This includes both the standard nodes and the SPH nodes. The forces can come
from both the standard elements and the SPH rnodes.

"* Step 2 - Update the velocities and displacements of the nodes (standard and SPtt) on the sliding interfaces.



38h G R JIoiisoN cr a
1
.

"* Step 3 - Determine strain rates and strains in the standard elements. From these and other variables, the
pressures, deviator stresses, and net stresses are obtained with various material models. The net
stresses are then converted to equivalent forces acting on the nodes.

"* Step 4- Determine strain rates and strains in the SPH nodes. The net stresses are obtained in exactly the
same manner as they are for the standard elements. These nodal stresses are then converted to
equivalent forces acting on the nodes.

It should be emphasized that the forces in Step I can come from either the standard elements or the SPIH nodes.
Another important observation is that the same material models can be used for both the standard elements and the
SPH nodes.

Finally, there is another powerful possibility that can be exercised. This consists of converting highly distorted
standard elements into SF-H nodes as the computation progresses. This, and other coupling approaches, will be
demonstrated later.

Figure I represents some features of the SPH technique. Node i is designated as the center node and the neighbor
nodes are designated as nodes j. The distance between nodes is r the diameters of the nodes are di and dr and the
masses of the nodes are Mi and M,. The masses remain constant throughout the computation, and are obtained from
N1 = p,,Vo where Po and Vo represent the initial density of the material and the initial volume represented by the node.

The smoothing function used in this work is identical to thle plane strain smoothing function used by Libersky and
Petschek (1990). It is shown in Fig. I and exhibits the characteristics of o Dirac delta function as n approaches
zero.

Lrij7 3 + •v]l I

wij=' 1{ 5 (2 -v3,)] I• vi,: •2

where vu = rij /hij, and the smoothing dista.nce is

hij = W(di + dj)/2 (2)

The dimensionless constant, (x, is a user supplied input. The examples in this paper are for a = 10.

The diameters, di and d,, can be obtained from

d = d. VI + ,)xjx (3)

where Ev is the volumetric strain, d,, is the initial node diameter, and xo and x are the initial and current X (radial)
coordinates.

z

Nodel 115 2 1 3
(Neighbor) 1 .: = 3 1

W , 521

o o_ No-rCeter

0 5 1.0 1.5 20
Radial Distance

Figijtics
Fig. 1.Dsrpin of SWlCaaceitc
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The volumetric strain rate of node i, based on the current configuration, is given by

where NV = aWi,/r is the derivative of the smoothing function, Vj is the current volume of the node j, di and 6, are

the X velocities of nodes i and j, Vi and v, are the Z velocities, 1, and 1, are the direction cosines from node i to node j.
and x, is the X coordinate of node j.

The in-plane contribution of Equation 4 is provided by

ýýZ - (i w]v[u- 6i) 1,-(+ ) , J / 1x4a)

where the division by 27Exj adjusts the volume, Vj, to what it would be in plane strain geometry.

The hoop contribution of Equation 4 is provided by

- V rtij'/ 2nxj (4b)
JJ

For a fully surrounded center node i, and neighbor nodes j, moving at a constant radial velocity 6i = 6j, the hoop
contribution must be equal to 6t/x. Also, it can be demonstrated that for a fully surrounded node i

S =, (5)

Therefore, Equation 5 acts as a weighting function to sum the contribution of the neighbor nodes j. This formulation
allows for both the in-plane and hoop contributions to be provided by the identical neighbor nodes j. This is
especially important for a radial collapsing or expanding free surface.

The updated volumetric strain can be obtained from

I + t + = C ' + / : , t( + E t , 6

where At is the integration time increment and the factor (I + ct converts the strain rate from the current
configuration back to the initial configuration.

The nodal pressure, Pi, and bulk artificial viscosity, Qi, can be determined from the same material models used for the

standard elements, now that c, and r,. are known.

To incorporate elastic-plastic material strength, it is necessary to compute the three normal strain rates (c,, c,. c)), the
shear strain rate. yx, and the rotational rate, (o,, (Johnson. 1979).

= - w, (v -, ) I,/21tx (8)

= \(9)

"W,] = V .) ( i t i l + I ( ' ýi, y) / 2 nX x ( 10 )
.I

The effects of axisymmetric geometry are similar to those for the volumetric strain rate. Again. the SP1I nodes can
use the same constitutive models as used for the standard elements.



The nodal forces on node i and nodes j, for the stresses of node i, can now be determined.

P = P(pane) + ,..P ,12
1) ij (par' ij hop) (12)

where P,, is the force on node j due to stresses in node i. The force due to the in-plane stresses is

Pj (plane) = MiMjW1 j M[(ai - Qi,) /. + t"'i,] /%pI/2txj (13)

where a' = si - (Pi + QJ) is the net normal stress in the X direction, composed of the deviator stress, pressure and
bulk artificial vi:.osity. The shear stress is tý' and the density of node i is pi.

There is also an artificial viscosity, Qij, which is dependent on the relative velocities of nodes i and j (Monaghan and
Gingold, 1983). It is intended to keep adjacent nodes from becoming too close to one another. This has been
expanded by the authors to include a relatively soft resistance spring which begins to act when two nodes approach
one another within a user-specified distance.

The axisvmmetric effect in Equation 13 comes from dividing Mi by 2txi and Mj by 2txj to get equivalent masses for

plane strain. The plane strain forces from node i must be multiplied by 2txi, however, to account for the

axisvmmetric circunmferential effect. The net result is a division by 21xj .

The force due to the hoop stress is

where oi = s() - (Pi + Qi) is the net hoop stress and the weighting is done in a manner similar to that used previously.
This is consistent with the volumetric and normal strain rate formulations inasmuch as the nodes which determine the
strain rates, are the nodes which receive the forces.

The force in the Z direction is

P, = MiMjWij {[(3i - Qij)1z + •Zlx] /p?) /21xj (15)

Equations 12 and 15 provide the forces only on the neighbor nodes j. The forces on center node i, due to the stresses
in node i, are equal and opposite to the in-plane forces in the X and Z directions.

P i = - Pij (ptane) (16)

?= (17)

It is interesting that node i gets no force from the hoop stresses in node i. This entire process is repeated for each
node such that the neighbor j nodes become central i nodes, and the central i nodes become neighbor j nodes.

EXAMPLES

Figure 2 shows four examples of SPH results compared to standard EPIC results. The grid and/or plastic strain
contours on the left side of the axisymmetric cylinder are for the standard element computations. The SPH nodes are
on the right side of the cylinder. They are shown as circles with diameters 4f 90 percent of their actual diameters.
The outline, on both the left and right sides of the cylinder, is for the standard elements.

The explosive detonation uses the same JWL Equation of State for both the standard elements and the SPH nodes.
The deformed shapes show good general agreement at 3 jis, but the outer SPH nodes are too small, and there are
large voids between SPH nodes. This occurs because the nodes achieve a much greater spacing in the X direction
than they do in the Z direction. The rapid velocity separation in the X direction initially causes the volumetric strain to
grow rapidly. Later, however, these nodes escape beyond the smoothing distance and no longer contribute to the
expanding volume.

The OF! IC copper and Armco iron cylinder impact computations use the Mie-Gruneisen Equation of State and the
constitutive model of Johnson and Cook (1983). A comparison of the deformed geometries shows the standard
element outline on the right side to provide almost perfect agreement with the outer surface of the SPH nodes.
Fquivalent plastic strains are also shown for regions of 0.1 5 Ep <- 0.2 and 0.5 < ep <_ 1.0, and these results are in
good general agreement.
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Fig. 2. Comparison of SPII Computations with Standard EPIC Computations for Various

Materials

r'he concrete cylinder impact example uses a crushable pressure-volume relationship and a pressure-dependent
strength similar to that presented by Matuska, Durrett and Osborn (1982). In general, the comparison of the

computations in Fig. 2 shows the SPt! results to be in good agreement with the standard EPIC' results for a range of

material types and models.

Figure 3 shows two SPH perforation computations for impact velocities of 2(XX) m/s and 4(XX) m/s, and Fig. 4 shows

an SPH penetration computation for an impact velocity of 5000 m/s. All three results appear to be reasonable and

well-behaved.

Figure ,5 shows an SPII spall computation using the fracture model of Johnson and Cook (1985). At 1.0 pJS, the

aluminum projectile is compressed and shows only limited fracture of one node on the outer diameter. At 2.0 pas, the

compression has released and the entire projectile has fractured. When a node fractures, the material behaves like a

liquid inasmuch as it cannot develop any shear or deviator stresses, and it cannot develop any tensile hydrostatic

pressure.
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STATISTICAL BALLISTIC LIMIT CURVE REGRESSION FOR
SPACE STATION FREEDOM

METEOROID/ORBITAL DEBRIS SHIELDING

William H JollytI and Joel E Williamsen•

+Kaman Sciences Corporation, Huntsville, AL
-NASA-Marshall Space Flight Center, AL

ABSTRACT

Relationships defining the ballistic limit of Space Station Freedom's dual wall protection systems have been
determined These functions were regressed from empirical data found in Marshall Space Flight Center's
Hvpervelocity Impact Testing Summary (HITS) for the velocity range between three and seven kilometers per
second A stepwise linear least squares regression was used to determine the coefficients of several expressions that
define a ballistic limit surface Using statistical significance indicators and graphical comparisons to other limit
curves, a final set of expressions is recommended for potential use in Probability of No Critical Failure calculations
for Space Station

INTRODUCTION

Meteoroid and space debris impacts are anticipated to occur on the exterior of the Space Station during its service
life in a low earth orbit (LEO) As a result, the external walls are required to be designed to minimize the risks
associated with these impacts The SSF requirements document [8] states that the probability of an anticipated
impact to cause failure of the pressure wall will be less than 045% over a ten year period In order to calculate this
probability, ballistic limits must be determined.

Hypervelocity impact testing has been performed in the Light Gas Gun Facility at Marshall Space Flight Center
(MSFC) since 1985 This testing has been directed toward the development of a meteoroid and space debris
protection system design for Space Station Freedom The information gathered from this testing has been formally
recorded in a Lotus database entitled Hypervelocity Impact Testing Summary (HITS)

The purpose of this analysis is to determine the ballistic limit of a dual wall meteoroid and space debris protection
system similar to the proposed system for SSF, using HITS data. The empirical relationships derived are intended
for use in the design and verification of the SSF protection system These regression equations are only applicable
over bumper thicknesses between 0 040" and 0.080" and obliquities2 up to 65' for the SSF manned module dual
wall

An Analysis of Variations (ANOVA) is performed to indicate the statistical significance of these curves In order to
quantify the scatter in the test data, confidence intervals are determined for each regression

The definition of a ballistic limit varies depending on the method of analysis being employed For this analysis, the
ballistic limit is defined as the velocity at which a specified projectile will just barely penetrate the second wall (or
rear wall) of a dual wall structure Failure of the second wall by cracking or spalling is considered penetration since
pressure loss would occur under those circumstances

The ballistic limit for dual wall structures is governed by processes whose phenomenologies change as the impact
velocity increases Specifically, the ballistic limits can be subdivided into three velocity regimes ordinance, shatter.
and hypervelocity These regimes are differentiated by the relative strengths of the projectile and target for given
impact pressures The velocity range considered for this analysis is the shatter regime and, for aluminum spheres
impacting aluminum targets, that regime is roughly between two and eight kilometers per second (km/sec) In this
velocity range, the mechanics of penetration changes from impacts at lower velocities where projectiles remain intact

IFormerk w.sth.Sn'drupf I ~to.Irm. %fSFC Group

2 t)hihquttN I% the angie hdIw¢e the p rolietl velocimt vector and the outIward normal of the targ0

"It~s
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throughout the penetration event, to impacts at higher velocities where the projectile becomes completely vaporized
during penetration of the first wall or bumper, as it will be referred to in this report This section of the ballistic limit
curve is highly nonlinear due to the randomness of the shatter mechanisms causing the projectile to breakup
However, Burch indicated in [I] that the general shape of the ballistic limit curve, in this velocity range for this
target configuration and normal obliquity, is monotonically increasing with velocity This indicates a reduction in
damage (or penetration) as velocity increases

TEST AND DATA DESCRIPTION

All data considered in this analysis was generated in testing performed in the Light Gas Gun Facility at Marshall
Space Flight Center Since this analysis and desired ballistic limits are specific to Space Station, only shots made
against targets similar to its proposed dual wall configuration were considered This reduces the required complexity
of the ballistic limit expressions and, in theory, should increase the accuracy of the regression The following
discussion provides more specific information about the tests used to generate the ballistic limit curves

Proiectile Configuration

The only projectile type considered for this analysis was a pure aluminum sphere 1100-0 (pure annealed aluminum)
was used extensively in testing because its average density is very near the estimated average density of space debris
as specified in [61 Since only one material is considered in this analysis, spherical diameter and projectile mass are
directly related and diameter can be used to convey ballistic limit information In this report, a critical projectile
diameter is plotted as a function of impact velocity to portray a ballistic limit against a specific target

Target Configuration

Fig I shows a dual wall target configuration composed of two walls spaced 4.0" apart with a Multi-Layered
Insulation (MLI) blanket located between the walls The bumper is 6061-T6 aluminum sheet that ranges in
thickness between 032" and 080" The rear wall is 0 125" thick 2219-T87 aluminum sheet The actual pressure
wall of a SSF manned module is proposed to consist of waffle plate, however, it is 0 125" thick between the ribs and
would be expected to behave similar to plain sheet stock for penetrations near the ballistic limit The target is usually
backed up by three 0 020" 7075 aluminum witness plates, however, more plates are often used for high momentum
shots

The bumper thickness varies depending upon the specific requirements for the particular SSF component In fact.
this is the predominant parameter of variance to be considered in design optimization of the protection system
Therefore, bumper thickness will be handled in the regression analysis as an independent variable and the BLCs will
be applicable over the range of bumper thicknesses indicated

Data Summart

4.00 •The HITS database was searched for tests on dual wall
targets with 6061-T6 bumpers and 0 125" 2219-T87 rear
walls spaced four inches apart, impacted with 1100-0 pure
"aluminum spheres at any available obliquity. MLI position.
and bumper thickness In addition to the geometric search

oUGUoorY parameters, other search parameters included base line
requirements on the information available for each shot

BUMPER MU For instance, shots that penetrated the rear wall must have
BUMPERwitness plate damage information and shots that did not

penetrate the rear wall must have crater depth information
RE:RW•_U J, If a test record indicated multiple holes in the bumper, then

REAR WALL. the projectile was assumed to have broken up before
WlTNEjSS PLATES impacting the target This was found to be the case in four

tests and the shots were removed from the regression
dataset

Fig I Dual-wall target configuration

Simulates the proposed Space Station
Configuration
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A total of 385 hypervelocity impact tests, fired at velocities between two and eight km/sec, were found to comply
with these search parameters

Shot Summary of the Regression Dataset

Tables I through 6 summarize shot diversity for the 385 shots used in this analysis The majority of the data is for
targets where MLI was placed near the bumper or against the rear wall In the actual SSF configuration the MLI is
centered between the walls. Nineteen shots, applicable to this regression, have been made against targets with MLI
centered between the walls, but all of them were fired at normal obliquity on 0 063" bumpers The 221 shots used in
the final analysis are indicated by the asterisks

Fig 2 is a sample plot of some of the shot results indicating the final condition of the rear wall

1 
* f

0.9

0.8 K
• 000

S0.7 I •
S0 WD0 *ýO. 0 A ý10

_ 0.6
E
"1 0.5

0 10 0 0 0 Pet

U 0.4

a.0.3 * Penetration

0.2
* Crack

0.1 o No Penetration

0
0 1 2 3 4 5 6 7 8 9

Velocity Qakr/sec)

Fig 2 Raw data plot for 0 063" bumper impacted normally by a 0 250" projectile

Table I Shot occurrences with no MLI present
Number of Shots (above/below 4 75 km/sec)

Bumper Diameter (in.)
Thickness (in)

Obliquity'

00 30o 450 550 o 60 650 75'
03 75 0/1 0/ /

.350 0/1 1/1 1/1 _
313 0/t

.300 0/1

.250 0/I

.187 5/i

.313 0/3 0/I 0/2 0/1 0/1 0/3

300 0/2
262 0/2
250 2/9 0/6 0/4 0/3 2/1

17 3/0 0/2 2/6 0/2 2/0

125 I/O 1
040 250 3 4

1 7 f
125

01)2 [ 3__ _ _ I L I I I
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Table 2. Shot occurrences with MLI near the bumper.
Number of Shots (above/below 4.75 km/sec)

Bumper Diameter (in.)
Thickness (in.)

, Obliquity

0 0 300 450 550 600 750

.063 1 .375 _ __0/1__ __ _ _ __ __ __

* Shots used in final regression analysis.

Table 3. Shot occurrences wth MLI at 3.75" from the rear wall.

Number of Shots (above/below 4.75 km/sec)
Bumper Diameter (in.)
Thickness (in.)

Obliquity

S001 3001 450 550 600 65' 75'

.080 .313 0/1* 6/6* 2/2 5/6
.250 0/1* 2/6* 2/2 2/2
.187 2/5* 2/2 2/2

.063 .313 0/5* 1 0/1
.250 2/6" 0/3"

•.187 3/0* E 0/2*
.050 .313 1/0* 3/2 3/1

.250 2/10* 2/2 2/2
_.187 2/2* 4/2 2/2

* Shots used in final regression analysis.

Table 4. Shot occurrences with MLI at 0.90" from the rear wall.

Number of Shots (above/below 4.75 km/sec)
Bumper Diameter (in.)
Thickness (in.)

Obliquity

0' 30' 450 550ioi 600 i 65 0 750

.063 .375 0/1*
Shots used in final regression analysis.

Table 5. Shot occurrences with MLI centered between walls.
Number of Shots (above/below 4.75 knVsec)

Bumper Diameter (in.)
Thickness (in.)

Obliquity

00 300 450 1 550 600 650 750
.063 .375 0/4*

.313 0/8*

.250 4/3"
Shots used in final regression analysis.



Table 6. Shot occurrences with MLI on the rear wall.

Number of Shots (above/below 4.75 km/sec)
Bumper Diameter (in.)
Thickness (ill)

Obliquity

0' 130o' 4,o-,,o i4 5 60o1 65ol75o
080 .313 3* 4* 1"

.300 4*

.250 i* 2*

.187 1*
063 .375 1*

.350 2* 2*

.313 5* 1 5*

.300 3* 1* 3*

.262 1*

.250 4* 5* 3*

.187 5* 1 2*
.040 .375 l*

350 2*
313 2* 5* 6*

.300 5"

.250 5* 1 7* 3*

.187 -J 5* 3 6*

.032 .313 14 3*
.250 1* 3* 4*
•187 4* 3* 2*

Shots used in final regression analysis.

ANALYSIS DESCRIPTION

The following sections provide a detailed description of the linear regression method used in this analysis to derive
ballistic limit curve (BLC) expressions from the HITS database Since there were so many regressions performed, a
single Analysis of Variations (ANOVA) was performed to determine the level of confidence for the final set of
curves generated

Penetration Parameter

No matter which regression method is used, a dependent penetration parameter is required to provide a dependent
variable that relates the penetration process to the independent test variables The penetration parameter (I') is a
calculated variable that characterizes the amount of damage sustained by the target

For this analysis, the penetration parameter is defined as, "the total areal density penetrated plus one" The areal
density is incremented by one so that the natural logarithm does not go to negative infinity when the bumper
completely defeats the projectile (i e. when 1P 0) The reason for taking the logarithm depends upon the
regression model and will become apparent later The Penetration Parameter may be written as

t) =It'+! (I)

The total areal density is defined as a step function with respect to rear wall penetration For shots that did not
penetrate the rear wall, the total areal density is the product of the depth of the deepest crater found on the wall and
the density of the rear wall (2 851 gm/cc for 2219-T87 aluminum) Equation (2) represents this quantity

P = hp. (2)

For shots where penetration of the rear wall did occur, the number of witness plates penetrated indicates the amount
of damage It was assumed that, if a witness plate was penetrated, then half of the next witness plate was also
penetrated Therefore, the penetration parameter becomes the areal density of the rear wall plus the areal density of
the number of witness plates penetrated plus one half This may be written as

P =t 2 p 2 +(n +-2)p / (3)22 WP 2 WP WP
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Critical penetration corresponds to the value of the penetration parameter equal to the areal density of the rear wall
When this occurs, the rear wall should, theoretically, be "just" penetrated The following equations define this
parameter and the numerical values given correspond to the SSF dual wall target configuration

P = 12p2 = 0.3175cm(2.851 -,)= 0.9052 (4)

!= + i=1.9052 (5)

Multiole Regression Analysis Technique

Multiple Regression refers to a multivariate linear least squares regression of a non-linear equation mapped into
linear space. In this analysis, mapping was pertbfived by imposing algebraic laws of logarithms on a monomial and
expanding.

Assume a general monomial form such as.

P" =e" v- t(cos t9)c, d" (6)
where,

P'is Penetration Parameter

e is the exponential function

v is the Impact Velocity

., is the Bumper Thickness

0 is the Obliquity of the Projectile's Trajectory

d is the Projectile Diameter

c is the ih Regression Coefficient.

Then, map the form into linear space by taking the natural logarithm and expanding to get the polynomial expression
shown below

In(P*)= c, + c, In(v)+c3 ln(1t)+c4 ln(cos O)+c 5 In(d) (7)

Apply linear least squares regression techniques to determine the coefficients This method is outlined in [4] and is
similar to the method used by Burch to generate the widely accepted work presented in [I] Also, Dr Robert Mog
used this method in his work on posynomial regression analysis [7].
The primary limitation of this method, or any method of regression, is the correctness of the assumption of the model
form The monomial form assumed in this analysis forces the relationships betveen the dependent variable and the
independent variables to be monotonic This is desirable when the overall relationship is not known, because trends
can be studied to assist in the development of more precise models An unfortunate consequence of assuming
monotonic relationships is their inability to predict periodic phenomena. To minimize problems associated with
choosing correct forms, stepwise regressions can be performed where the model is reduced to lower forms
eliminating the effects of the more generalized assumptions This is done by sorting the data into groups where one
variable is held constant and performing the regression with that variable removed A FORTRAN algorithm was
written to perform a complete stepwise regression for a given generalized relationship Three monomials were
regressed,
the first for constant bumper thickness,

P" = e" vc'(cos 0)"'d" (8)

the second for constant obliquity,

P" = e"' vc'-t c d (9)
the third for constant bumper thickness and obliquity,

P* = e" v1 c- d" (10)

The most complex form of this equation, (6), will provide a very general expression for the ballistic limit, however,
this generality is usually gained at the expense of fidelity and, consequently, may fail to produce accurate damage
predictions, therefore, all forms should be investigated.



Statistical Analysis

The statistical routines from which the all statistical parameters were determined, including the ANOVA, were
generated from theoretical derivations found in [3] and, subsequei•tly verified by hand calculation and modeling of
idealized examples

The multiple regression program specified correlation coefficient and F statistic only for each stepwise regression fit
This allo,.wed a reasonable determination of the significance of each curve High correlation coefficients do not
always indicate the best fits, they only indicate how well the prediction estimates the observation at the specified
position For higher order polynomials this result is pronounced Likewise, high values of F statistic may not
necessarily indicate a reasonable confidence level The combination of the two parameters, however, does appear to
provide a set of statistical parameters that indicate adequate fits

RESULTS AND DISCUSSION

In the following sections, the results of this analysis are presented. In addition, a comparison is made to the baseline
ballistic limits (generated by Boeing) shown in Fig 7, and to the equations proposed by Burch [1] without MLI
effects

Multiple Regression

A generic stepwise regression was performed on the complete set of 385 shots. The coefficients of the curves were
not consistent with respect to sign and did not agree with currently accepted theory (i e, the slope of the velocity
curves varied randomly with obliquity and bumper thickness). Inconsistent shapes would not be expected with
varying bumper thickness and, the velocity exponent for the ballistic limit curve is expected to be positive
Therefore, a detailed study of the data was made by performing a series of regressions on various groupings of the
shots

The model used in the regression was not constructed to include dependence upon the position of the MLI between
the shield and the rear wall I herefore, several regressions were made to study the effects of MLI position in the
stack-up After regressing the sorted data and plotting penetration parameter versus velocity for constant bumper
thickness, obliquity, and projectile diameter for various MLI positions, a dependency was established Tests made
with targets having 0 063" bumpers impacted normally with 0.250" projectiles comprised the largest single group of
shots Fig 3 shows this group together with the predicted solution using the applicable equations 3 in [I] and a
regression through the associated groups of data The comparison between the curves indicates the proper
functional relationship (or curve shape) results from the regression Fig. 5 is a plot of the regressions of shots with
MLI near the bumper, near the rear wall and centered between the walls This plot indicates that ballistic
performance is a function of MLI position and that the presence of MLI tends to reduce the amount of damage
incurred by the rear wall The damage decreases as the distance between the bumper and the rear wall increases 4
The curves shown in Fig 5. indicate a monotonic relationship between shield performance and MLI position, with
the "MLI centered" damage roughly "centered" in severity between "MLI on bumper" and "MLI on wall" damage
This observation fits well with previous qualitative test observations

Having noted this effect, all shots where MLI was present were grouped into a single regression model This
decision was made because I ) data on the "MLI centered" and "MLI on bumper" test configuration was sparse, and
2) the limited existing data for 0.063" bumpers lead to the observation that MLI position, while affecting shield
performance somewhat, did not affect the general slope of the final BLCs, significantly. Because the preponderance
of data was from "MLI on wall" tests, it is reasonable to assume that the final regression most closely models the
"ML! on wall" test configuration.

Fig 4 illustrates one set of BLCs suggested by the analysis corresponding to the more general equation

Pi = eO 0533.2-0 00547/1-00)l5(Cos 0)0 2-38do 52"6 (II)

Ihe Hutch equation is plotted tit indicate the unuctinonal relatiimship Sin'c there is no direct means tit including MI. in this prediction. the results ciirrep..pcnd ti th case where
M1.1 is n•t present in the target ,onfjg•ration

4 .lth iph this, ins tr,. shoi made against targets with t1 I placed against the rear wall generally result in ma-sive pedalling failures, rhese failures are .orise than similar e% .its
where W! I ,.as nit present t'hercfere, the current SSF configuraiiin i• near optimum with respect to M% I positiion
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Substituting P" 1," 1.9052 and solving for the projectile diameter results in the ballistic surface described by.

0.6729v0 1038" 1"546 (Cos M-) 4249 (12)

4.5 ____.0 \

4

E 3.5

0

0,-- Burch Equation

2.5
C

Shots w/ UI near B mper)

Reg esslon

(Shi is wIMU i near Cente red)
0.50

0 1 2 3 4 5 6 7 a 9
Velocity (km/sec)

Fig 3 Penetration parameter versus velocity for 0.063" bumper, normal impact, and 0.250"
projectile diameter.

Fig 5, was generated using equation (12) with the bumper thickness set to 0.050" to represent the proposed Space
Station dual wall manned module configuration.

One notable problem with this general regression was that it generated somewhat inaccurate results for high
obliquity shots. In studying the high obliquity shot data, the ricochet test series was found to be relatively
independent of impact velocity This appears to be due to the fact that the majority of the shots were fired well in
excess of the ballistic limit. This data would, therefore, exhibit a skewed distribution about a ballistic limit function
and violate the normal distribution assumption for the derivation of the least squares regression.

These anomalies were remedied by filtering the data Grouping shots fired at 00, 450, and 65' obliquities together
and discarding shots where MLI was not present reduced the total number of shots used in the regression to 221,
and increased the accuracy of the final regressions

3

2.5

•, 2---.---•:; ,,,, • ,•

0.4.. ." .. . . . . . . . . . . .
C t.5- - - - - -
0
Za

co 1 - - -

...... MU on Rear Wall
0.5 - ----- MU Centered

- MU on Bumper
0--

0 1 2 3 4 5 6 7 a 9
Velocty 0maeoc)

Fig 4 Penetration parameter versus velocity for 0 063" bumper, normal impact, 0 250"
projectile diameter for three MLI positions
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Therefore, another set of BLCs were regressed from the same data, one for each obliquity,
for normal impacts,

P' = el 6160V-0 1699t - 0 29 77 do 5694 (13)
for 450 impacts,

P" = e 37627v-0t333l- 1605 do 7783 (14)

for 650 impacts,

P* = et 36
86 V-0 113711 o 22 1

8do 5726 (15)

Substituting P" " = 19052 and solving for the projectile diameter results in the ballistic surface described by:

dc = 1.0514v 02983t o05 228  
(16)

dc= 0. 8591v00 42184 2
02 63  (17)

d = 0.2824 Vo 198 6 C1 
-03874 (18)

These functions are illustrated in Fig. 6. Equations (11) through (18) are valid for the dual wall protection system
shown in Fig. I with bumpers between 0.032" and 0.080" thick impacted by aluminum spheres at velocities between
three and seven km/sec.

1 .1 - ' '

1"

S0.9

. ........... ....

- 0.6 -Z 0.6

" 0.4

: 0.3 
- O Degrees

0.2 ...... 45 Degrees

0.1 - 6...5 Degrees

0
0 1 2 3 4 5 6 7 8 9

Velodity O(Wec)
Fig 5 Generalized regression curves for the proposed SSF dual wall configuration with a

0 050" bumper

1.1 -- - - ___ ___ ___

0.9 _. . .. .

S0.8 --- _'"

S0.7

0.8 ... .......... ...

0.5
0.4

0.3 - 0 Degrees
0.2 -....- 45 Degrees

0.1 --.. 65 Degrees
0 - -- __

0 1 2 3 4 5 6 7 8 9
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Fig 6 Ballistic limit curves regressed at constant obliquity for the proposed SSF dual wall
configuration with a 0 050" bumper
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In an effort to choose the most accurate expression for use in the determination of PNCF, a brief study of the dataset

was made to look for shots that might indicate a ballistic limit A series of three tests was found where 0 187"

projectiles impacted a 0 063" bumper at 00 obliquity with velocities between 3 9 and 4 5 km/sec This velocity range

appears to be very near the ballistic limit because in two cases the rear wall was penetrated without penetrating

witness plates and in the third case 50% of the rear wall was penetrated If we assume a ballistic limit for a 0 475 cm

projectile to be -4 0 knm/sec, then the more general expression makes a better prediction of 0 5883 cm, as compared

to the normal impact equation's prediction of 0 6189 cm Both regressions are noted as being anti-conservative It

must be understood that these are PS0 (or 50%o probability of prediction) curves and that the lower bounds provide

estimations based on the confidence intervals

Table 7. Comparison Statistics Parameters.

Regression Equation F-Distribution Value Correlation Coefficient (r)

Upper 5% 5% Significance 1% Significance

Generalized 5.63 .379 .449

Constant Obliquity 00 8.56 .336 .410

Constant Obliquity 45' 8.56 .336 .410

Constant Obliquity 65 0 8.61 .397 .481

Table 8. ANOVA for Generalized Regression

Source Degrees of Freedom SS MS F Value

Regression 4 2.821 0,705 23.064
Residual 216 6.605 0.031

Total Corrected 220 9.426

Multiple Correlation Coefficient (r2 ) = 0.299 (r = .547)

Reduced Ballistic Equation Multiplier 1.045 (95% Confidence Interval)

Table 9. ANOVA for 00 Constant Obliquity Regression

Source Degrees of Freedom SS MS F Value

Regression 3 0.655 0.218 6.001
Residual 85 31095 0.036

Total Corrected 88 31751
Multiple Correlation Coefficient (r 2 ) 0.175 (r = .418)

Reduced Ballistic Equation Multiplier 1.073 (95% Confidence Interval)

Table 10. ANOVA for 450 Constant 0bliquity Regression

Source Degrees of Freedom SS MS F Value
Regression 3 2.348 0.782 55.402
Residual 92 1.300 0014

Total Corrected 95 3.647

Multiple Correlation Coefficient (r2 ) = 0.644 (r = .802)

Reduced Ballistic Equation Multiplier = 1.031 (95% Confidence Interval)

Table 11. ANOVA for 650 Constant Oblic ity Regression

Source Degrees of Freedom SS MS F Value

Regression 3 0.479 0.160 6428
Residual 32 0.795 0.025

Total Corrected 35 1.274

Multiple Correlation Coefficient (r2 ) = 0.376 (r = .613)

Reduced Ballistic Equation Multiplier = 1.098 (95% Confidence Interval)



Im ý [x1 on ' wIt , It h hl .Llq, I h I I, .'I I -- I C ,M ,'1+

Statistical Significance

All regressions made had statistical parameters generated for them, however, the full ANOVA was reserved tbr only
the final set of equations, ( I I) through ( 18) For the generalized regression, the F value of 23 064 is in excess of
5 63, the 5% level of significance value for the F-distribution, which allows the rejection of the null hypothesis
According to [5], the "acceptable" value of the correlation coefficient (r) for 50 degrees of freedom and 4 predictor
variables is 379 for 5% level of significance and 449 for I°0 level of significance The generalized regression

resulted in an (r 0 29-9 = 0 547), indicating adequate fit for the number of variables involved Table 7 is a
compilation of similar values for the constant obliquity regressions Note that in every case (0". 45c, and 65 ) the F
test was successful and the correlation coefficient indicated a "good fit" to at least a one percent level of significance
Tables 8 through I I provide statistica! parameters for each regression equation presented

Baseline Ballistic Limits

Fig 7 is an interpolation of the "baseline" (preliminar,) ballistic limit curves currently used to calculate PNCF for
SSF These curves are proposed for use in [9] and are presented here to indicate the relative shift in the ballistic
limit proposed by this analysis for Space Station protective structures

An alternative viewpoint is that this analysis may be viewed as a verification of the baseline curves

1.2

1.1

S0.90°.8 /
o 0.7

0.2a-oll
0.4

o0.43O0.3 - -a-- 0 Degrees •

0.2 -- 45 Degrees

0.1 65 Degrees

0 1 2 3 4 5 6 7 a8

Velocty (k/sec)

Fig 7 Baseline ballistic limit curves interpolated for a 0 050" bumper

CONCLUSIONS

The following sections contain some of the conclusions that can be drawn from the data studied during this analysis

Dual Wall Ballistic Limit Curve

The curves shown in Fig 6, where obliquity was held constant in the regression model appear to match the curves
generated by Boeing (Fig 7 ) These curves are recommended for use as limit curves for Space Station Freedom
protection systems They may, on the other hand, be considered as verification of baseline curves because of
similarity in the predicted diameters

The generalized curves, shown in Fig 5 , indicate closer agreement with Burch's expressions with respect to the
sign and magnitude of the velocity exponent and indicate lower overall statistical variance The major diflerence
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betv.een the sets of equations is how the target performance varies with obliquity In the generalized curves,
performance increases monotonically with obliquity The curves regressed over constant obliquity indicate that a
monotonic relationship may not be correct and are therefore preferred over the generalized regressions

Another observation is that the constant obliquity curves are more conservative than the generalized curves at lower
obliquities but both are anti-conservative when compared to ballistic limits indicated by the results of specific shots

Statistical Sianificance

F test values and correlation coefficients have been determined for the all sets of ballistic limit curves presented in

Tables 7 through 10 Note that in every case (0°, 450, and 650) the F test was successful and the correlation
coefficient indicated a "good fit" to at least a one percent level of significance
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A ONE-DIMENSIONAL ANALYSIS OF THE PENETRATION
OF SEMI-INFINITE 1100-0 ALUMINUM TARGETS BY RODS

S. E. Jones and Rhett B. Marlow
College of Engineering

The University of Alabama 35487

and

J. W. House and L. L. Wilson
Wright Laboratories. Armament Directorate
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ABSTRACT

The one-dimensional analysis of normal rod penetration, recently presented
by Cinnamon, et al, 1992, is applied to a very soft target, 1100-0 aluminum. The
results are shown to be satisfactory for impact velocities under about 2.5 km/sec.
Since the analysis is based on the initial transient stage of penetration. the theory
can be applied to impacts by rods with very low L/D ratios. The theory is entirely
algebraic and the depths of penetration are predicted from crater volume/kinetic
energy curves. To extend the theory to higher velocity impacts, a new distribution
of pressure is introduced. These results are promising.

NOTATION

A initial cross-sectional area of the penetrator
a slope of the crater volume-kinetic energy line
b intercept of the crater volume-kinetic energy line
e engineering strain in the mushroom of the penet'a,
e0  engineering strain in the mushroom at impact
el engineering strain in the mushroom at steady stat.,
E0 kinetic energy of the penetrator at impact
e current undeformed section length
n pressure distribution exponent

44)'
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P average pressure on the penetrator tip
P1  average pressure on the penetrator tip at the end of

the transient stage
p pressure distribution on the penetrator tip
P, pressure on the axis of the penetrator tip
q uniform pressure component
r radial distance from the axis of the penetrator
R radius of the undeformed penetrator
Rt dynamic strength of the target
t time elapsed since impact
U current penetration velocity
u0  penetration velocity at impact
VI volume of the crater
v current velocity of the undeformed section
vo impact velocity
Yp dynamic strength of the penetrator
Z penetration depth
a dimcnsionless constant related to n
/0 constant related to n with the dimension of MPa
p penetrator density
•t2 ratio of target density to penetrator density

INTRODUCTION

Jones, et al., 1987, presented an alternative formulation of the classic theory of
Tate, 1967, and Alekseevskii, 1966, theory for normal penetration of semi- infinite
targets by long rods. The new formulation contained a relative velocity term to
account for mass loss from the undeformed section and an infinitesimally thin
mushroom with an enlarged cross-sectional area. A new equation to account for
conservation of mass across the plastic wave front of the penetrator was added
by Wilson, et al., 1989. The penetration depths predicted by this theory were
shown to be in fairly good agreement with experiment when the mean strain
in the mushroom was estimated from the profile diameters of recovered targets.
It should be pointed out, at this juncture, that all dynamic material properties
were estimated by laboratory tests (e.g.. Taylor impact tests, Split Hopkinson Bar
tests, etc.) at high strain rates. The results were encouraging. However, there
are several defects in the modeling process. One is that the entire penetration
process is treated as steady, while the mushroom has constant strain. The constant
strain assumption may be appropriate for the steady portion of the penetration
process, but not for the entire event. This stimulated Cinnamon, e-tal., 1992, a,
b, to investigate the initial transient stage of penetration. In this case, the initial
transient stage shall refer to everything that precedes steady penetration. This
includes the shock/impact stage in both the penetrator and the target and the
complete mushrooming of the penetrator. By considering the pressure distribution
p on the penetrator tip to be nonuniform
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P = Pa - (1)

where pa is the pressure on the rod axis, r/R is the dimensionless radial distance

from the axis, R is the undeformed rod radius, and n is a dimensionless exponent,
Cinnamon, et al., 1992, a, b, developed a one-dimensional analysis of penetration
that was completely algebraic. The pressure distribution in equation (1) is re-
ferred to the original configuration of the rod, but is extended over the deformed
configuration in the equation of motion by means of the mean mushroom strain,
e. The equation of motion for the undeformed section of length e can now be
shown to take the form

-PaS+ f - U)= -(2
p(n + 1)(1+e) (2)

where v is the current velocity of the undeformed section. u is the penetration
velocity, and p is the density of the penetrator. Dots over symbols denotes differ-

entiation with respect to time t. When equation (2) is coupled with the equation
for conservation of mass for the mushrooming material introduced by Wilson, et
al [41

= v - u (3)

and elementary theory for mushrooming was produced. It was shown that n was
basically a function of target strength for the low to intermediate impact velocities,
say 1 km/sec to 3 km/sec. Specifically.

n = +- (4)

where a and 0 are constants and Rt is the dynamic strength of the target at a
strain- rate appropriate to the penetration event. A good correlation was achieved
for a = 9.2117 x 10-2 and 3 = 1835.117 MPa. This hypothesis was tested for
several target materials in [5]. The targets were: 2024-T4 Aluminum, 7075-T6
Aluminum, and 4340 Steel in hard and annealed states. The penetrators were
of the same materials. In Cinnamon, et al., 1992, b, the hypothesis was shown
to be valid for OFHC copper, 4340 steel, and tantalum penetrators into rolled
homogeneous armor and 4340 steel targets.

The pressure exponent n rapidly increases with decreasing target strength. It
is interesting to apply this reasoning to a very soft target, say 1100-0 aluminum.

PENETRATION OF 1100-0 ALUMINUM TARGETS

Christman, et al., 1964, reported penetration data for 1100-0 Aluminum tar-
gets. Their data will be used for comparison in this section. A static yield strength
for 1100-0 aluminum is approximately 70 MPa. However, for strain-rates appropri-

ate to mushroom formation, 250 MPa is acceptable. For R, = 250 MPa, equation
(4) indicates that n = 7.41. Figure 1 shows graphically the relationship between
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n and target strength for all of the targets considered. Figures 2 and 3 show
the engineering strain in the target el when steady state is reached for 2024-T3
aluminum and C1015 steel penetrators. The dynamic yield stresses for the pene-
trator materials are assumed to be 750 MPa for 2024-T3 aluminum and 1000 MPa
for C1015 steel. The strain el has been estimated from (5] by

e = 0- (V + - (5)

(vo - uo )2 + P,'- 5
p(n+l)

P1 is the pressure at the initiation of steady penetration that can be estimated by
the Modified Bernoulli Equation (e.g., Tate, 1967).

1 2 2 1PV _U2

P, = P PU + R, = (vo- Uo)+rp (6)

In this equation, Yp is the dynamic strength of the penetrator, vo is the impact
velocity, uo is the penetration velocity during mushroom formation (assumed to
be approximately constant), and tl2p is the target density. These equations can
be used to find uo in terms of vo and the other physical parameters, as well as the
pressure P 1.

Penetration depths can be estimated by assuming that the crater in the target
is approximately a cylinder whose cross-sectional area can be computed from the
engineering strain el in equation (5). Experimental evidence suggests that in the
range of impact velocities in question, the relationship between crater volume V,
and kinetic energy on impact Eo is approximately linear.

V, =aEo + b (7)

This means that the penetration depth z can be estimated from

z= (1+el)V= 1 (1 + el)(aEo + b) (8)
A 'A

where A is the original cross-sectional area of the rod penetrator. The constants
a and b are determined experimentally. Figures 4 and 5 show the penetration
depth curve predicted by equation (7) for 2024- T3 aluminum and C1015 steel
penetrators. The results are good up to impacts of about 2.5 km/sec. They
deteriorate rapidly at velocities higher than that. This is partly due to the simple
pressure distribution presented in equation (1). In the next section, we introduce
a more general pressure distribution.

A DIFFERENT DISTRIBUTION OF PRESSURE

Following a suggestion made by Anderson, 1991, we consider an alternative
form for the pressure distribution in equation (1). A uniform component q is
added to the variable distribution in equation (1). The new distribution has the
form

p = q + (p,. - q) ( r2 (9)

• "= min m a i N i l • am m n l I H a I2
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where pa is the total pressure on the axis of the penetrator. Now, the average
pressure P which appears in the equation of motion of Jones, et al (11, is easily
shown to be

1it nq p
P= - pdA-= n+1 + 1 (10)

where A is the undeformed cross-sectional area of the penetrator. Using equation
(10) for the average pressure revises the equation of motion for the undeformed
section into the form

-1

= p(l + e)(1 + n) (nq + p=) (11)

This equation, coupled with equation (3), given a new system from which we can
estimate the initial transient behavior of the penetrator in terms of two parame-
ters, n and q. It should be noted, however, that n will no longer have the simple
interpretation afforded by equation (4).

THE INITIAL TRANSIENT STAGE

Equations (3) and (11) can be used to estimate the initial transient behavior
of the penetrator when suitable assumptions are made about the velocity of the
undeformed section v and the penetration velocity u. Equation (5) was developed
by Cinnamon, et al., 1992, a, by assuming that v ; v0 and u _ uo (const.) during
the mushrooming of the penetrator. These assumptions force equations (3) and
(11) to take the form

ei = vo - uo (12)

and

-1
i(V0 - uo) = + 1 (nq + p.) (13)p(1 + e)(1 + n•)

When i is algebraically eliminated between these equations, we get a single equa-
tion for the mushroom strain, e.

e= _-p(n + 1) (vo - uo)2  (14)
p(n + 1)(vo - uo)2 + p. + nq

This equation expresses e in terms of the time- dependent pressure pa, the uniform
pressure component q, and the parameter n. The uniform pressure q could vary
with time, but for this analysis we will assume that it is constant.

Equation (14) is valid throughout the mushrooming stage. At the transi-
tion point between mushrooming and steady state, we assume that the Modified
Bernoulli Equation (6) applies. This suggests that equation (14) should reduce to

e= -p(n + 1)(vo - uo) (15)
p(n + 1) (vo - uo)2 + P, + nq
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and P1 is taken from equation (6).

The two parameter strain equation (15) is used to match experimental data at
high and low velocities. The parameters q and n are then deterrnined algebraically.
For C1015 steel penetrators impacting 1100-0 aluminum targets, the results are
shown in Figure 6. In this instance, n = 15.14 and q = 105.17 MPa. The esti-
mates for penetration depth using equation (8) are shown in Figure 7. They are
somewhat disappointing, because even a slight variation in strain at percentages
as high as those given in Figure 6, can produce considerable discrepancy in the
penetration depth predicted by equation (8).

The two parameter strain equation was also applied to some of the cases for
which only low velocity data was available. The results for hard 4340 steel pen-
etrators impacting hard 4340 steel targets are shown in Figures 8 and 9. In this
case, n = 3.07 and q = 344.8 MPa. For annealed 4340 steel penetrators impacting
annealed 4340 steel targets, the results are shown in Figures 10 and 11. In this
instance, n = 2.58 and q = 705.S9 MPa.

Figures 12 and 13 show the results of tungsten (W10) penetrators impacting
RHA targets at velocities between 1 km/sec and 3km/sec. The experimental
comparison is taken from Silsby, 1984. For this comparison. n = 8.42 and q =

1790 MPa.

CONCLUSIONS

The results of Cinnamon, et al., 1992, a, have been extended to the penetra-
tion of 1100-0 aluminum targets. For lower impact velocities, say those under 2.5
km/sec, the correlation of pressure exponent n in equation (1), predicted by equa-
tion (4), produces very reasonable results. However, for higher impact velocities
the results deteriorate rapidly. To accommodate higher velocities, the pressure
was generalized in equation (9) and the strain at steady state el was shown to
correlate very well with independently reported experimental results [7] for two
penetrators impacting 1100-0 aluminum targets. The penetration depth predic-
tions using the elementary algebraic method introduced by Cinnamon, et al., 1992,
a. are somewhat disappointing. However. this is understandable. At very large
strains, even minor deviations from the experimental results will produce signif-
icant deviations in the cross-sectional area of the crater. As a result, equation
(8) will produce estimates that differ from experiment. Such differences are not
as visible at low velocities because the strains are smaller in magnitude. Future
efforts will be directed toward improvement in this area. Future efforts will also
center on other forms for the pressure distribution in equation (9). Some progress
has already been made in the area.

A project of some interest to us is the physical interpretation of n and q. For
the simple pressure distribution in equation (1), a low velocity interpretation can
be provided by equation (4). However. for q = 0 and velocities higher than about
3 kmi/sec., n does not have this interpretation. It remains to be seen whether a
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physically based understanding of these parameters can be found.
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PROBLEMS ASSOCIATED WITH LAUNCHING HYPERVELOCITY

PROJECTILES FROM THE FAST SHOCK TUBE

J. F. Kerrisk and J. K. Meier

Los Alamos National Laboratory
Mail Stop F663

Los Alamos, New Mexico 87545

ABSTRACT

Modeling and experiments are being done with the goal of understanding the physics of projectile
acceleration at high driving pressures (megabar range) and short acceleration times (a few microseconds)
well enough to design and test successful hypervelocity launch systems. The Fast Shock Tube, a
cylindrically convergent high-explosive driver, has been used to accelerate projectiles. Detailed
modeling of the experiments, including high-pressure gas flow, projectile instability, and projectile
fracture, has been done with the MESA/2D code. Modeling results show quantitative agreement with
the average behavior of the system. However, details of projectile behavior are not predicted well.
Observed velocity distributions across the diameter of a projectile or projectile shapes are only in
qualitative agreement with calculations. This, then, presents the major constraint on the successful
design of a launch system: that the processes that limit projectile integrity depend on the details of the
drive conditions, and these details are not quantitatively modeled at this time.

INTRODUCTION

The Fast Shock Tube (FST) is a cylindrically convergent high-explosive (HE) system for driving a flat
axial shock in a polystyrene foam core inside the HE (Marsh and Tan, 1992; Meier and Kerrisk, 1992;
Kerrisk and Meier, 1992). The shocked foam, which acts like a gas, is used as a driver for gas-flow or
projectile-acceleration tests. Drive conditions much higher than direct HE drive can be obtained in the
FST. Projectiles can be shock accelerated (in direct contact with the foam) or accelerated more gently by
expanding the foam before acceleration. Peak driving pressures on flat-plate projectiles have ranged
from 0.3-1 Mbar. Intact plates have been accelerated up to -0.9 cm/ps over distances of a few
centimeters.

The work discussed here represents an attempt to probe limits of projectile acceleration under the high-
pressure drive conditions attainable in the FST. The initial problem, that of achieving a source of high-
pressure gas with uniform conditions (pressure, density, velocity) over an area of at least a few square
centimeters, has been solved by the FST driver (Meier and Kerrisk, 1992; Menikoff et al., 1991).
However, the use of this driver gas presents a number of additional problems. If projectile acceleration
were one dimensional, problems of shock formation and spall fracture would still occur. These problems
can be mitigated by tailoring the pressure/time history of the drive with an expansion region between the
initial location of the drive gas and the projectile. However, one-dimensional drive is an
oversimplification. With a uniform, two-dimensional drive but with ideal (rigid, reflecting) boundaries,
the additional problems of projectile instability, stresses associated with exit from a barrel, and two-
dimensional fracture would occur. These problems become more difficult to solve as the driving
pressure increases. With the FST, however, even this is an oversimplification. Driving pressures in the
FST are well above any material strengths. Thus, real boundaries (for example, the barrel wall) deform
during projectile acceleration. Deformation of boundaries leads to flow perturbations and nonuniform
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drive conditions. This, in turn, intensifies the instability and fracture problems inherent in the two-
dimensional system.

These problems are being investigated through a combination of experiments and two-dimensional
modeling. Our goal is to understand the physics underlying the process of projectile acceleration with a
high-pressure gas well enough to design and test successful launch systems.

DESCRIPTION OF THE FAST SHOCK TUBE

Figure 1 shows one of a number of related FST systems that has been built and tested. The initiator
section insures a uniform initiation of the driver HE around the outer periphery. The detonation front
moves axially along the HE/foam interface in the driver at the detonation velocity (0.88 cm/4s for
PBX 9501), forming a flat, normal shock in the foam. The design parameters of the driver section
(diameters, lengths, type of HE, foam density) must be chosen properly to achieve the flat shock and
uniform flow conditions behind the shock in the foam core (Meier and Kerrisk, 1992; Menikoff et al.,
1991). In the system shown in Fig. 1, an initial foam density of 0.5 g/cm 3 gives a pressure of-0.3 Mbar
and a particle velocity of -0.66 cm/4.s behind the shock in the foam. Figure 2 shows calculated material
interfaces and pressure contours in the HE and foam of the driver from Fig. I when the shock is -1 cm
from the end of the driver. The calculations (all hydrodynamic calculations discussed here were done
with MESA/2D (Cagliostro et al., 1990)) are in good agreement with radiographs showing the
detonation front and flat shock in the foam. The lack of radial variation of the pressure (also density and
axial velocity) contours behind the shock shows that this flow is radially uniform. This condition is
necessary to achieve a sustained, uniform acceleration.

An experimental section consisting of a barrel, an expansion region for the shocked foam, and a
projectile (plate) is also shown in Fig. I. A variety of other experiments, including driver diagnostics or
direct acceleration of plates, have been used on the end of the driver. Projectiles in the form of plates of
stainless steel, Ti, and Ta with diameters of 10-25 mm and thicknesses of 0.7-3.5 mm have been
accelerated.

10 Cm Barrel Support Barrel

o a Plate

Initiator Driver Experiment

Fig. I Sketch of the Fast Shock Tube.

EXPANSION OF THE DRIVING GAS

Projectiles can be accelerated by placing the projectile in direct contact with the foam. However, this
method shocks the projectile up to pressures of -1 Mbar. Although these shock pressures are not high
enough to melt the materials tested, they result in high temperatures and the possibility of spalling. For
these reasons, a short expansion down a barrel has been used to modify the pressure/time history driving
the plate (Fig. 1). Although expansion can eliminate shocks in the projectile, the high pressures and
velocities of the expanding foam deform the barrel walls (luring expansion and acceleration. Flow past
the deformed walls disturbs the initially uniform flow from the driver and results in increasingly
nonuniform drive conditions. Figure 3 shows material interfaces and vector velocities in the vicinity of
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Fig. 2 Material interfaces and pressure contours in the FST at 45 m is after
initiation of the driver HE.

the barrel (stainless steel) and projectile (2--m thick stainless steel) -5 mIs after the start of motion of the
projectile. The distorted barrel walls (compare with Figs. I and 2) and radially nonuniform flow behind

the projectile are evident.

MESA/2D calculations of initially uniform flow entering and flowing down a stainless steel barrel show
flow perturbations starting at the barrel wall and moving radially out into the gas stream. The most
prominent deformations of the barrel wall occur at the entrance, at any discontinuities such as the

interface between the foam and expansion region, and at the initial axial location of the plate (see Fig. 3).
The design of the barrel entrance shown in Fig. a represents an attempt to minimize flow perturbations
from the entrance.

Flow that is essentially uniform 1-2 Its after the start of expansion develops density perturbations of

10-20% by 5 mts after the start of flow. The magnitude of a perturbation also tends to increase as it
converges radially. These perturbations result in nonuniform drive conditions. The details of when and

where (radially) the flow perturbations influence the plate depend, among other parameters, on the sound
speed in the shocked and expanding foam. Attempts to calculate the effects of thes flow perturbations
on projectile velocity have shown only qualitative agreement with observations (see discussion of LINE
VISAR measurements, below). Uncertainties in the equation of state (EOS) of the foam arc thought to
be mostly responsible for these differences.

EARLY PROJECTILE ACCELERATION

The early motion of 2-mm-thick stainless steel plates has been observed in systems like Fig. I using a
LINE VISAR to measure velocity across a diameter of the plate (Hemnsing et al., 1992). This technique
provides velocity data for 2-4 Its after the start of motion. After that time, gas blowby around the edges
of the plate disrupts the VISAR signal. Figure 4 shows plots of the axial velocity of the front surface of
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Fig. 3 Material interfaces and velocity vectors in the FST -5 p~s after start of
motion of the projectile (plate).

the plate as a function of the distance across a diameter. At each time observed and calculated velocity
profiles are shown. At 50.5 ps (-0. 1 pgs after the start of motion), the observed data show the edges of
the plate moving faster than the center; the calculations show the center moving faster. By 50.9 p.5, the
observed and calculated velocities are in good agreement. At later times, some show good agreement
between observations and calculations and others show poor agreement.

An examination of the observed velocity profiles in Fig. 4 shows that a perturbation (an increase in
velocity) starts at the edges of the plate at -50.7 p~s and moves toward the center, reaching the r =0 axis
between 51.6 and 52 pis. This disturbance in the velocity is probably caused by a flow perturbation in
the driving gas. The calculations indicate a much smaller perturbation of a similar nature. The
discrepancy between these observations and calculations is an example of our inability to calculate the
details of the flow perturbations and their effects on the plate at this time.

Calculated average projectile velocities depend to a large extent on the EQS of the foam. Figure 5 is a
plot of calcumted projectile velocity (2-mm thick by 25-mm-diameter stainless steel plate) using ideal-
gas and SESAME (Holian, 1984) EOSs for the foam compared with the measured average velocities
obtained from three radiographs and impact on a witness plate. These two EOSs were chosen based on
comparisons of the observed and calculated shock positions in the FST driver. In that comparison and
for projectile velocities, they tend to bracket the observed behavior. A single suitable EQS has not been
found.

PROJECTILE STABILITY

During acceleration, the driving gas that is pushing the projectile is of lower density than the projectile
material. This leads to the possibility of instabilities that are similar to the Rayleigh-Taylor instability at
the interface between two fluids of different density in a gravitational field. Previous examinations of
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Fig. 4 Observed (LINE VISAR) and calculated (MESA/2D) velocity
profiles of the front surfacc of a 2-mm-thick stainless steel plate
accelerated in the FST (test H 1434). The lower plot shows times
from 50.5 to 51.2 ps on an expanded scale; the upper plot shows
times from 51.2 to 54 p.LS

the stability of accelerated plates involved Lagrangian numerical calculations (Swegle and Robinson,
1989) or experiments (Barnecs et al., 1974; Barnes et al., 1980) on plates with prescribed initial surface
perturbations. This work would be applicable if the driving pressure were uniformn across the diameter
of a plate. However, experiments and calculations indicate that nonuniformities exist in the FST drive.
The calculations described here were Eulerian (with MESA/2D, the same code used for other FST
calculations) and used a prescribed driving-pressure perturbation on a plate that had an initially uniform
surface. Perturbations that varied only spatially and that varied with space and time were used.
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Fig. 5 Observed average projectile velocities obtained from radiographs and

a witness plate compared with calculated (MESA/2D) velocities
using two foam EOSs (test E6035).

A group of calculations was done initially to compare the MESA/2D results with the Lagrangian
calculations of Swegle and Robinson (1989). The agreement was good except for one case in which the
system was on the boundary between stability and instability. Swegle and Robinson predicted the plate
was just stable, but MESA/2D predicted it was marginally unstable. Trends in the susceptibility of
plates to instability were observed from calculations in which various parameters were systematically
varied. Increasing the wavelength to plate thickness ratio, increasing the relative magnitude of the
perturbation, increasing the driving pressure, or decreasing the yield strength of the plate all led to
greater tendency for instability. These same trends were observed whether produced by an initial surface
perturbation on the plate or by a driving-pressure perturbation.

A simple analytical argument can be made to show that these two types of perturbations are equivalent
after an initiation period. In the limit of small perturbations and for a steady-state pressure gradient,
there is a relation between the initial relative surface perturbation (Ah/h) and the relative pressure
perturbation (AP/P) that gives the same axial pressure gradient. For this analysis, h is the plate thickness,
Ah is the peak-to-peak surface variation, Aho is the initial value of Ah, P is the pressure, and AP is the
peak-to-peak pressure variation. Figure 6 shows sketches of the pressure gradient through a plate of
thickness h. On the left, the driving pressure is uniform and the gradients for two different plate
thicknesses 1h and (h - Aho)J are shown. On the right, the plate thickness is uniform and the gradients for
two different driving pressures 1(1' + 1/2AP) and (P - l/2AP)I are shown. For the ratio of these two
gradients to be the same in the two cases, Fig. 6 shows that Ah0 /h = AP/P. That is, the ratio of the
pressure gradients would be the same if the magnitude of the relative initial surface perturbation (Ahohb)
is the same as the magnitude of the relative pressure perturbation (AP/P). Because the axial pressure or
stress gradient drives the instability (Swegle and Robinson, 1989), the behavior of plates should be
similar under these conditions.

Figure 7 is a plot of Ah as a function of time that compares three calculations in which a uniform drive
pressure and initial surface perturbation were used (Ah0 /h = 0.2%) with three otherwise identical
calculations in which a uniform plate and a perturbation (AP/P = 0.2%) in the driving pressure were
used. For these calculations, C?" average driving pressure for a 2-mm-thick tungsten plate rose to
I Mbar in 0.1, 1.0, or 10.00 r a.,l ,.en was held constant. At early time there is a large difference
between the two sLs of calcb:,,,; . ecause it takes some time for plates that have Ah0 = 0 to catch up
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Fig. 7 Ah as a function of time for six calculations that compare the effects
of initial surface perturbations with those of pressure perturbations on
an initially uniform surface.

with the plates that have Aho = 0.(XX)4 cm. At later time, the best agreement is for the problem with the
longest rise time (10 ts); this problem best meets the assumption of a steady-state pressure gradient.
However, the agreement is reasonable in the case of the shortest rise time (0.1 ults) even though the
pressure gradient is far from steady state. The problem with the intermediate rise time (1 ps) is on the
boundary between stability and instability and shows the poorest late-time agreement of the three.
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Stability calculations that are more characteristic of the type of perturbations seen in the FST were also
done. For these calculations the average driving pressure on a 24-mm diameter by 2-mm-thick stainless
steel plate rose to a maximum (Pm) of 0.4, 0.7, or I Mbar in I ps, held constant for I 4ts, and then
dropped to zero over 6 ts. A pressure perturbation that started near the edge of the plate and moved
toward the r = 0 axis at 0.5 cm/pis was superimposed on the average pressure. The perturbation was
assumed to decay to zero after it reached the r = 0 axis. A series of calculations was done to find the
magnitude of the pressure perturbation (AP/P) that produced the same maximum plate deformation
(Ahm) at a particular time in the calculation. Figure 8 is a plot of AP/P as a function of Pm that produces
Ahm = 0.5 mm at 12 4Is and Ahm = 5 mm at 12 pIs. The lines represent contours of constant Ahm in
AP/P - Pm space. The velocities shown are the final plate velocities. Figure 8 indicates that as the
maximum driving pressure in the FST increases, the allowable AP/P for some fixed maximum plate
deformation decreases. The relation is nonlinear so that the decrease in allowable AP/P is occurring
faster than the proportionate increase in pressure. Larger levels of AP/P can be tolerated if larger
maximum plate deformations are acceptable.

PROJECTILE INTEGRITY

Radiographs have often shown breakup of projectiles that have exited the barrel of the FST (Marsh and
Tan, 1992). This breakup is probably caused by conditions (time-varying, localized tensile stresses
within the projectile that lead to fracture. The ability of two fracture models in MESA/2D to describe
this behavior was eyamined with calculations of the acceleration of a 19-mm-diameter by 2.66-mm-thick
Ti-6AI-4V plate. This material was highly fragmented in test radiographs (Marsh and Tan, 1992).
Parameters for the Johnson-Cook Damage (JCD) model (Johnson and Cook, 1985) were originally
obtained from Johnson and Holmquist (1989). However, use of these parameters to model a one-
dimensional spa]l test (Me-Bar et al. 1987) did not predict spall when it was observed. Values of Sspall
and emin were varied in a series of one-dimensional calculations until the calculated stress matched the
observed data. The other model parameters (D I - D5) were held fixed at the values given by Johnson
and Holmquist. Parameters for the Johnson Spall (JS) model (Johnson, 1981) were determined by
matching the same spall-tcst data.

As a measure of damage, the JCD model uses a damage fraction (0 • D < 1) that is accumulated from the
ratio of the incremental plastic strain to a predicted strain to failure at each time step. The JS model
calculates a material porosity (0 •< (x _< 1). Although the ranges of these two damage measures are the
same, they are probably not directly comparable. There is also a difference in how damage is
communicated to the strength model. With the JCD model, there is no communication until D = 1, at
which time the yield strength and shear modulus are set to zero. In the JS model, the yield strength and
shear modulus are continuously degraded as porosity increases (Johnson, 1981).

Figure 9 shows a plot of plastic strain, damage fraction, and porosity at r = 0 and the mid plane of the
plate for three calculations of the acceleration of the Ti-6AI-4V plate, one without fracture, one using the
JS model, and one using the J( D model. The accumulated plastic strain differs significantly among the
three calculations. With the JCD model, plastic strain is no longer accumulated after -23.1 uls, when D
is I at this location. (The earlier rise of D above I (at 20.5 gIs) and its subsequent drift downward were
caused by numerical diffusion in this Eulerian calculation.) Although there is a difference in the
magnitude of damage fraction and porosity, the two models tend to show sharp increases at about the
same time. This is when the local tensile stresses are highest. Looking at damage patterns over the
entire plate, the two models predict the most damage in the same regions, near the axis (r = 0) toward the
front of the plate (where spall is most likely) and near the intersection of the plate with the barrel walls
(where considerable plastic strain occurs). Neither model predicts the complete fragmentation observed
in the test.

LIMITATIONS ON PROJECTILE ACCELERATION

The goal of this work is to understand the physics underlying projectile acceleration well enough to
design and test successful hypervelocity launch systems. A qualitative understanding of the problems
associated with projectile acceleration at high driving pressures and short acceleration times has been
attained. The major problems encountered have been shock formation in the projectile, projectile
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model, and the JCD model) of the acceleration of a 2.66-mm-thick
Ti-6AI-4V plate. The three thin curves show plastic strains for the
three calculations. The two thick curves show damage measures for
the calculations using the JS and JCD models.

instability, and projectile fracture. Shock formation in the projectile can be limited by tailoring the
pressure/time profile on the projectile. In the FST, an expansion region between the foam core and the
projectile limits shock formation. However, flow in the expansion region leads to flow perturbations that
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result in nonuniform driving pressures on the projectile. The likelihood of instabilities leading to
projectile distortion or breakup increases as the drive becomes more nonuniform. Projectile
fragmentation, probably from localized tensile stresses, has been shown to be a material-dependent
problem (Marsh and Tan, 1992).

Modeling of FST tests has shown quantitative agreement with the average behavior of the system. For
example, calculated average projectile velocities are normally in good agreement with observations.
However, details of projectile behavior are not predicted well. Observed velocity distributions across the
diameter of a projectile (LINE VISAR data) or projectile shapes (radiographs) are only in qualitative
agreement with calculations. This presents the major constraint on the successful design of a launch
system: that the processes that limit projectile integrity depend on the details of the drive conditions, and
these details are not quantitatively modeled at this time. The need for two-dimensional modeling is a
consequence of the kinds of problems encountered. The nonuniformities in driving pressure, material
distortions, and plate instabilities and fracture are all two-dimensional effects that would be missed in
one-dimensional modeling.
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NUMERICAL AND EXPERIMENTAL STUI)IES OF HItIH-VELOCITY IMPACT
FRAGMENTATION

M. E. KIPP, D. E. GRAI)Y. and J. W. SWEGLh

Sandia National Laboratories
Albuquerque, New Mexico 87185-5800

ABSTRACT

Developments are reported in both numerical and experimental capabiliti,:s for characterizing the debris spray
produced in penetration events. We have performed a series of high-velocity experiments specifically designed to
examine the fragmentation of the projectile during impact. High-strength. well-characterized steel spheres (6,35 mm
diameter) were launched with a two-stage light-gas gun to velocities in the range of 3 to 5 km/s. Normal impact with
PMMA plates. thicknesses of 0.6 to 11 mmn, applied impulsive loads of various amplitudes and durations to the steel
sphere. The extent of fragmentation, loss in momentum, and divergence of the debris are shown to correspond to the
impact conditions. Multiple flash radiography was used to monitor material motion and fragmentation of the steel
sphere during the impact event. Dynamnic fragmentation theories, based on energy-balance principles, were used to
evaluate local material deformation and fracture state information from CTH, a three-dimensional Eulerian solid
dynamics shock wave propagation code. The local fragment characterization of the material defines a weighted
fragment size distribution, and the sum of these distributions provides a composite particle size distribution for the
steel sphere. The calculated axial and radial velocity changes agree well with experimental data, and the calculated
fragment sizes for a specific experiment are in qualitative agreement with the radiographic data.

INTRODUCTION

Some basic theories have emerged within the past decade for predicting the consequences of dynamic fragmentation
brought about by high-velocity impact or explosive events. These theories have focused principally on the prediction
of mean fragment size through energy and momentum balance principals (e.g. Grady, 1982; Kipp and Grady. 1985;
Glenn and Chudnovsky, 1986) and on the statistical issues of fragment size distributions (e.g. Brown, 1989: Englman,
et al.. 1984: Grady and Kipp. 1985). This theoretical basis has provided the underlying framework for a number of
computational algorithms employed to analyze complex fragmentation events (e.g. Johnson, el al.. 1990: Melosh. el
al.. 1992: Smith, 1989).

The present studies focus on the development of both numerical and experimental capabilities for characterizing the
debris spray produced in penetration events. A systematic fragment debris database is essential for the continued
development of a theoretical understanding of fragmentation and the associated computational model development
and verification. This investigation of impact-induced fragmentation was undertaken to provide such an experinental
base of high-resolution impact fragmentation data for evaluating models and the accuracy of current computational
fragmentation analysis techniques.

The primary experimental objective in this study was to investigate the dynamic fragmentation characteristics of a
high-strength steel, through controlled impact experiments, using flash-radiography diagnostics. Experiments of this
type usually involve the high-velocity interaction of a metal projectile with a stationary target (plate) of similar or
dissimilar metals. Radiographic diagnostics of the fragmentation event cannot readily discriminate projectile
fragments from target fragments. In each of the present experiments, a high-velocity steel sphere. accelerated to a
velocity in the range of 3 to 5 kin/s, undergoes normal impact on a thin stationary plastic plate. The plate imparts a
controlled impulse to the steel sphere of magnitude and duration determined by impact velocity and plate thickness.
The radiographic diagnostic exclusively images the fragmented steel sphere, since the target plastic is transparent to
the x-ray beam. This technique offers useful analysis and interpretation features of the fragmentation event not
available in multi-metal impact experiments, foremost of which is the association of the known mass of the sphere
with the debris in the radiograph.

42"'
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The numerical tool chosen for development of fragmentation prediction capability is the three-dimensional Eulerian
wave propagation code, CTH (McGlaun, el al., 1990). A post-processor was developed to determine local average
fragment sizes from strain-rate and temperature information, using the dynamic fragmentation theories mentioned
previously.

EXPERIMENTAL CONFIGURATION AND MATERIALS

The experimental configuration for the series of impact fragmentation tests is shown in Fig. 1. Saboted steel spheres
were launched at velocities between abou: 3 to 5 kin/s with a two-stage light-gas gun system. The launch tube diameter
was 12 min. Plastic sabots were separated from the steel spheres through forces produced by a slight back pressure in
the gun range section. Sabot segments are trapped upstream and do not reach the target impact chamber. Velocity of
the steel spheres is measured to ±1% accuracy by recording the time interval during passage between two magnetic
coils of known separation. Normal impact occurred in the target chamber at the center of a 75 mm by 75 nmn square
plastic target plate of thickness between 0.6 and II mm. The plastic is PMMA (polyinethyl-methaciylate) Rohm Jlud
Haas Type II UVA, and has a nominal density of 1186 kg/m 3.

In all experiments a steel sphere 6.35 mm, (1/4 in.) in diameter was used. The measured mass was 1.027±0.001 grains.
The steel was AISI E52100 high-carbon chromium steel, heat treated to a Rockwell-C hardness of 60 to 67. The
density of the steel is 7837 kg/m 3. yield strength is 2.03 GPa, fracture toughness is 30 to 40 MPa mi1 /2 , and elastic
modulus (Young's) is 200 GPa, with a Poisson ratio of 0.29.

Fragment debris is diagnosed at two stations (approximately 150 mm and 300 mm) downstream from the input point.
Two 150 keV flash x-ray tubes, placed approximately 400 nun from the line of debris travel, provided orthogonal
shadow graphs of the fragment debris, as shown in Fig. I. Appropriate delay times were calculated from the predicted
impact velocity and x-ray tubes independently triggered from the second magnetic velocity coil. The x-ray fihl
cassette, using Kodak Direct Exposure film backed by a Quanta Fast Detail screen, was stationed about 100 nmn from
the debris trajectory.

For two experiments (Test I and Test 2). the x-ray tubes and film cassette were oriented to obtain an oblique shadow
graph of the fragment debris (an angle significantly less than the 90 degree orientation to the line of travel used in the
majority of the experiments).

An aluminum target plate 152.4 mm (6 in.) on a side and either 6.35 mm (1/4in.) or 12.7 mm (1/2 in.) in thickness
was placed on axis approximately 400 mm down stream from the PMMA primary target plate to intercept the flux of
steel fragments. This witness plate, prepared from 6061-T6 aluminum plate stock, was recovered after each
experiment, and provided a post-test passive diagnostic of secondary fragmentation effects.

The primary configuration parameters for all experiments in the present study are provided in the first two columns of
Table 1, where Ih is the PMMA plate thickness, V. is the impact velocity, AV is the difference between the incident
sphere velocity and the debris cloud velocity, and ýe is the radial expansion velocity of the debris cloud periphery.

photographic
plate _ _i

t -0 t ~60Is fragment
t~ -lops debris

steel aluminum
projectile au witness

PM'MA Uplate
plAte x-ray

heads

Fig. I. Experimental configuration for radiographic and witness plate diagnostic of
impact fragmentation experiment. (Timing is representative of a 5 km/s impact.)
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Table 1: Experimental Impact Parameters and Summary of Results

Test h Vi AV Ve Test h Vi AV Ve
# (mm) (m/s) (m/s) (m/s) # (mm) (m/s) (m/s) (m/s)

1 3.28 4460 a a 13 5.37 4430 460 290

2 3.28 4460 a a 14 5.36 4060 330 183

3 1.74 4450 b 200 15 5.38 3310 240 50

4 1.74 4700 150 147 16 5.37 4080 330 164

5 3.38 4570 270 271 17 3.25 4520 195 223

6 3.28 3460 200 52 18 4.71 4430 345 219

7 3.44 4160 250 171 19 5.39 4610 410 660d

8 1.49 3950 130 105 20 4.75 4040 295 158

9 1.51 3460 170 44 21 4.78 3750 270 82

10 0.63 3410 50 0 22 0.99 4700 85 72

11 0.64 3920 60 0 23 11.23 4060 785c 5 8 0 d

12 0.69 4470 90 0 24 9.47 4030 680c 54 0 d

a Oblique angle radiograph - parameters not determined.
b Not determined
" Velocity of debris cloud front
d Diffused

FRAGMENT DEBRIS EXPERIMENTAL RESULTS

A total of 24 experiments of the basic impact configuration described in the previous section were performed in this
investigation. The principal experimental variables were the impact velocity, Vi, and the thickness, h, of the primary
target plate (PMMA), which defined the amplitude and duration of the impulse transmitted to the steel sphere, and
consequently, the intensity of fragmentation of the steel projectile.

An example of the experimental radiographic results is shown in Fig. 2, where the images for Test 5 are displayed.
These images qualitatively illustrate the nature of the fragmentation process observed in all of the experiments in the
present study, with the exception of several tests in which parameter extremes were reached. The steel fragments
remain well grouped and continue to move along the original trajectory at velocities somewhat less than the initial
impact velocity, having been slowed by the impulse delivered to the sphere by the plate. Axial dispersion of the
fragment debris is quite limited, with fairly well-defined, nearly planar boundaries forming. Radial dispersion is
significant, but still the fragments are contained by rather well-defined limits. These observations hold in general
except for the very largest of target thicknesses. Since the PMMA is not recorded in the radiograph, we are assured
that only the mass of the original steel sphere is represented in each image.

The foremost objective of the experimental study was to assess, through radiographic diagnostics, the kinematic and
structural characteristics of the steel fragment debris produced by the impact of the PMMA plate with the steel sphere.
Several experimental parameters have been extracted from the data and are included in Table I. First is the axial
velocity decrease, A V, of the fragment debris from the initial impact velocity, Vi. Residual velocity, Vr, of the debris
is readily calculated from AV = Vi - V,. The magnitude of AV can also be regarded as the change in axial velocity
of a stationary sphere due to momentum imparted by the impacting plate. This velocity change is determined from the
motion of the geometric center of mass of the debris cloud observed in the radiograph. The most accurate value is
calculated by using the separation of the two radiographic images and the times at which the images were made.
Corrections are made for magnification and parallax in the radiographic measurement.

As noted earlier, axial dispersion of the fragment debris is small. The axial extent for all of the tests is not more than
several sphere diameters at the later radiograph image. The induced radial expansion velocity, Ve, is substantial,
however, and varies systematically with initial impact parameters. A radial expansion velocity was determined for the
experiments in which this is a reasonably well-defined property. It represents the radial velocity of the outer fringe of
the fragment cloud from the center-line and is determined from the change in diameter of the successive radiographic
images. Although an errant fragment at the cloud fringe can lead to a degree of subjectivity, the expansion velocity is
determined with an accuracy of about ± 20 m/s. In a few cases, at the higher impact velocities, data scatter was
somewhat larger. In three experiments (Test 19, Test 23, and Test 24) the fragment debris pattern included a sparse
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Fig. 2. Radiographic images from Test 5 illustrating the general fragmentation character observed
in the majority of experiments in the present study. (Time interval between images: 33.2 gs.)

spray of high velocity peripheral fragments. For these tests, radial expansion velocities in Table 1 represent the
extreme of spray fragments observed on the radiographs. Quantitative measurements of fragment size data hae n.t
yet been determined from the radiographs. Preliminary examination of the images shown in Fig. 2 for Test 5 indicates
about 200 particles, with a typical fragment size of about 1 mm and a largest fragment size of about 2 mm.

It is apparent from the radiograph in Fig. 2 that the impulse imparted to the steel sphere by the PMMA plate partitions
the initial kinetic energy of the steel sphere into kinetic energies of axial translation and radial expansion of the steel
fragments, kinetic energy of the PMMA debris, and energy expended in the various dissipative processes active during
the impact process. The axial velocity change, AV, recorded for the experimental series in Table 1, provides a measure
of the translational momentum lost by the steel sphere upon impact. These results are plotted against the product of
the PMMA plate thickness and the steel sphere impact velocity, hVi, in Fig. 3. This latter parameter provides a
measure of the impulse delivered to the sphere by the PMMA target. Within experimental scatter, the AV data are
found to be a single-valued function of the parameter hVi .

The trend of the data in Fig. 3 can be reasonably well understood in terms of a relatively basic hydrodynamic
description of the sphere and target interaction (e.g. Backman and Goldsmith, 1978). The acceleration of the steel
sphere of mass m, is determined from,

m = ý-pV2A, (A)

where p V2/2 is the Bernoulli pressure applied by the PMMA target material, of density p, under steady flow
conditions, and is assumed to apply over the projected geometric area, A, of the sphere. The velocity V is the
equilibrated velocity of the PMMA and the steel sphere. The relatively low target impedance of PMMA compared
with that of the steel projectile permits this approximation. Integration of eq. (1) leads to a predicted exponential
change in projectile velocity with plate perforation thickness. For target plate thicknesses (h) on the order of the sphere
diameter, a first order solution of eq. (I) provides the functional relationship of the decrease in velocity with the impact
velocity and target thickness,

AV = -fh~i'. (2 )
2m

Comparison of eq. (2) with the measured velocity decrease data, tabulated in Table I, is shown in Fig. 3 and
demonstrates excellent agreement.

Interesting features are also observed in the radial expansion characteristics of the steel fragment debris following
target impact. Several distinct regions of behavior were noted to occur within the parameter range of the present study.
First, impulses for which there was no radial expansion of the steel spheres were observed in three experiments
performed on target plates approximately 0.6 mm in thickness. The steel sphere remained intact at impact velocities
of 3400 and 3900 m/s. A small fragment was spalled off the rear surface of the sphere at a velocity of 4500 m/s. One
of several possible representations of debris formation data is provided in Fig. 4. Points identify the impact velocity
and the target plate thickness, on the vertical and horizontal axes, respectively, the product of which provides an
approximate measure of the impulse imparted to the steel sphere. Curves of constant impulse are used to identify
boundaries between three regions of behavior in the fragmentation process: Region I - No Fragmentation- Region II -
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Fig. 5. Radiograph of steel debris using oblique x-ray diagnostics (Test 2). Note the
continuous spatial distribution of the fragments.

Cluster Fragmentation; and Region III - Diffuse Fragmentation. In Region I, the impulse was insufficient to cause
fragmentation. Region HI identifies the tests in which fragment debris was clearly clustered in the sense described
previously. Within this cluster region, two fairly distinct patterns were observed in the debris cloud; they were most
likely a consequence of the target plate thickness relative to sphere diameter. For plate thicknesses less than about 2
mm, distinct spall debris from the back of the sphere leads to some axial divergence and a shallow conical shape to

the debris pattern (for example Test 4 and Test 8). For plate thicknesses closer to the sphere diameter (3 to 6 mm) a
distinct plate or disc shape is observed for the debris pattern.

Also appearing in Region II are two experiments (Test 1 and Test 2) in which an oblique x-ray orientation was used
(47 ± 2 degrees from the shot line) to establish how fragments were distributed through the diameter of the debris disc.
The radiograph for Test 2 is shown in Fig. 5. The debris is moving obliquely away from the point of observation. The
radiograph establishes that fragment debris is in fact distributed fairly uniformly through the diameter, and a distinct
regular structure in the pattern of the peripheral fragments is observed.

Finally, a clear transition in debris characteristics was observed in several tests in which parameter extremes were
achieved (Region III). The impact velocity in Test 19 was in excess of 4600 m/s for the steel sphere on a 5.4 mm plate,
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and the spheres in Test 23 and Test 24 impacted at slightly lower velocities on plates in excess of 9 mm in thickness.
Rather than an abrupt transition in the fragment density, as observed in Region II, there is a more gradual thinning in
the density toward the cloud perimeter. The perimeter fragments in Region II have significantly higher expansion
velocities (see Table 1) than those achieved in Region II. The debris pattern was umbrella shaped with perimeter
fragments lagging behind the central cloud.

For the tests which have Region II behavior for their fragment debris pattern, expansion velocity data from Table I
are plotted as a function of impact velocity, as shown in Fig. 6. In this graph, tests of nominally the same plate
thickness are identified by a common symbol. Although data scatter tends to obscure detailed trends, some
observations can be made. First, at similar impact velocities, the expansion velocity increases with plate thickness but
becomes less sensitive at increased plate thickness. This trend is most noticeable at the higher impact velocities.
Second, there is a critical impact velocity below which fragmentation and subsequent expansion do not occur. This
velocity limit is outside of the range of the data for the 0.6 mm plate and is probably around 4000 m/s for a 1.0 nun
plate. For thicker plates (1.6 mm and above) this critical velocity (about 3000 m/s) becomes independent of plate
thickness.

"Fig. 7, an alternative representation of the expansion velocity data is shown. Expansion velocity is plotted against
,Ie thicknesses at nominally similar impact velocities. Increased expansion velocity with increasing impact velocity

is.een. Flattening of the curves for plate thicknesses above about 2 mm is clearly observed.
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Fig. 6. Radial expansion velocity of fragment Fig. 7. Radial expansion velocity of fragment
debris. Tests with nominally similar debris. Tests at nominally similar impact
target-plate thicknesses are plotted against velocities are plotted against target plate
the impact velocity, thickness.

The translational impulse imparted to the fragment debris appears to be a consequence of the momentum exchanged
during hydrodynamic penetration of the target plate. This conclusion is supported by the nearly linear dependence on
plate thickness, in agreement with the analytic exprcssion given in eq. (2) and our numerical computations to be
described later. In contrast, the evidence displayed in Figs. 6 and 7 would suggest that radial impulse acquired by the
impacting sphere is a consequence of the early shock phase of the interaction and is little affected by the later
hydrodynamic penetration phase.

SUMMARY OF FRAGMENTATION THEORY AND CODE IMPLEMENTATION

A capability has been developed to produce fragment size predictions from calculations using wave propagation codes
that solve the equations expressing conservation of mass, momentum, and energy for a continuum. Although plots
produced from standard wavecode calculations sometimes appear to depict a collection of discrete fragments, the
physical mechanisms that control these processes, such as surface tension or real physical heterogeneities and
microstructure, are not currently included in the codes. It is not feasible for continuum mechanics wavecodes, except
perhaps in one dimension (Kipp and Grady, 1985), to account for the complete, explicit formation of discrete
fragments. But extensive work has demonstrated that continuum models of various levels of sophistication can
successfully address the damage processes of void and crack growth leading to material failure (e.g. Grady and Kipp,
1989).

Previous work (Grady, el al., 1990b) has produced dynamic fragmentation theories that are based on the assumption
that strain rate and temperature at the time of failure control subsequent fragmentation. Considerable progress has been
made in extracting this information from Lagrangian wavecodes (Grady, et al., 1990b; Johnson, et al.. 1990), which
are excellent at tracking the history associated with each material element and can easily save the required information
at the time of fractu-e. It is a much more difficult task for an Eulerian wavecode to maintain accurate values of this
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information because of the degradation accumulated by the repetitive rezoning used in the convection process.
However, the extensive deformation associated with these impact and penetration events encourages the use of an
Eulerian wave propagation code.

The wavecode that was used for the calculations was the Eulerian finite-difference shock wave propagation code CTH
(McGlaun, et al., 1990). This code has a general internal state variable capability which allows information to be saved
in variables that are advected with the material as it crosses the cell boundaries. Significant modifications were made
to the fracture algorithm in the code to locate each time and location at which the tensile stress criterion for a single
material, rather than a mixed-material cell, was exceeded and material fracture was judged to occur. All diagonal
components of the strain-rate tensor., = including the hoop component in cylindrical coordinates.
ER = VR/R, where v, and x. are velocity and position components and R refers to radius, were then calculated and
the maximum value was stored as an internal state variable. While the internal state variables provide storage locations
for the strain rate and temperature information that must be saved from the calculation, there is a problem with
diffusion of these quantities as material motion occurs. For instance, even though a calculation may be performed in
which only a singc.? fru,,ture of a material cell takes place during the entire calculation, subsequent material motion
may result in spurious values of strain rate appearing in all cells through which the material has passed. Fortunately.
these values typically have a very small magnitude except in the region of the mesh containing the bulk of the fractured
material. However, diffusion does result in some spreading and loss of localization of the fractured material, so
extreme care was taken to assess such effects and ensure that reasonable fra gment size distributions were obtained.
Since most fractures occurred at high strain rates on the order of 103 to 10 per second, it was possible to discard
significantly lower strain rates as having been produced by diffusion. Mass fraction weighting was used to maintain
the proper convected amplitudes of the strain rates and temperatures.

Files containing strain rate and temperature at the time of fracture are saved periodically during the simulation of the
impact, and these are examined to determine the extent of the fractured regions as time progressed. When the fracture
process is complete, the data are post-processed outside the wavecode to produce fragment size distributions. D)ynamic
fragmentation theories predict an average local fragment size at a given strain rate and temperature, and the number
of fragments with this average size is determined by the local mass of the material that fractures. The dynamic
fragmentation theories that were used to process the strain rate and temperature information have been described in
detail elsewhere (Grady, 1988; Grady, et al.. 1990a; Grady, el al., 1990b), and they will only be surmnarized here.
Various types of fragmentation mechanisms have been identified, depending on the strain rate and temperature at
fracture. The data can also be used to determine the mass distribution of fractured material in the solid, liquid, and
vapor phases.

For the present purposes, the average fragment diameter S will be determined in three different fragmentation regimes.
These are:
(1) solid spall dominated by fracture toughness, for which

S (3)

(2) solid spall dominated by the flow stress, for which

and (3) liquid spall above the melt temperature, for which

s= (48y)1/3

In these equations, p is the density, ý is the strain rate, c is the sound speed. and y' is the constant value of the surface
tension. The temperature and strain-rate depekident yield strength, Y. is given by

Y = Y () ( I - -- ) M,1 6

and the temperature dependent fracture toughness, K., is given by

K, = Ko0TI " (7)
C m

where YO is the reference yield strength. K, 0 is the reference fracture toughness. T is the temperature. Tm is the melt
temperature. e0 is a reference value of the strain rate (one per second), and n. tn. and n' are constants. In the solid
regime, the transition from fracture toughness to flow stress dominated spall occurs at a strain rate given by

0.003pc 4 1,3  (8

n nmnun mmm lnl nnm /Inmnlk'• IK
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Appropriate material properties were obtained for the steel sphere for the fragmentation regimes of brittle, ductile, and
liquid spall, as shown in Table 2. Application of the above formulas allows each point in the strain rate - temperature
plane to be mapped into a fragment size for a given material.

Table 2: Fragmentation Material Properties Table 3: Material Parameters Used For Calculations

Hard PMMA Hard
Steel Steel

Surface TensionA y (N/m) 1.5 Density (kg/m,) 1186 7850

Yield Strength V0 (GPa) 2.0 Bulk sound speed (nis) 2598 4570

Fracture Touehness Ko 40 Linear hiock velocity- 1.516 1.4c
(MPa inIr-) particle velocity slope

Melt Temperature Tm, (K) 1800 Gruneisen coefficient 0.97 2.17

n I Yield strength (GPa) 0.2 2.0

?n 0.1 Poisson ratio 0.32 0.29

n' -1 Fracture stress (GPa) 0.15 4.0

The fragmentation theories described above are derived assuming spall induced by uniform volumetric dilatation, so
they are most applicable to the prompt fragmentation of the steel sphere induced by the impact. The fracture process
is complete within a few microseconds following impact. The strain rate and temperature files generated by each of
the calculations that were produced immediately after this time were used for the fragment size predictions.

To obtain the fragment size distribution from the analysis, files are generated by the wavecode calculations that contain
the strain rate and temperature at the time of fracture r each cell containing fractured material. There is thus a mass
associated with each strain rate - temperature pair, ý.inch is just the total mass, in, of the material in the cell. The
simplest assumption to make when determining fragment size distributions is that all of the mass in the cell produces
equal particles of size S, given by the appropriate one of eqs. (3) to (5). Thus, letting i be the cell index, where
i = I, N and N is the total number of cells containing ' 'ictured material, the cell data consist of N pairs in, Si where
mi is the mass of material in cell i and Si is the size oi all the particles in the cell. If the data are arranged in order of
increasing fragment size, so that S, Si+ 1 I then the cumulative mass of fragments less than or equal to size S, is

i

M (Si) = ,I (9)
j=1

However, as previously described (Grady and Kipp, 1985), statistical considerations indicate that a distribution of
fragment sizes should be obtained for each cell. The mean value of each distribution is assumed to be Si. The form of
the distribution is obtained by assuming that fragments in the mass in, are Poisson-distributed. This leads to a
probability distribution of finding a fragment of mass .i in the cell within a tolerance dp. given by

dP(l.) = -e d.t, (10)

where 4t, is the average, or mean, value of the fragment mass in the cell. Integrating from 0 to g. and multiplying by

the total mass in, of the cell gives the cumulative mass of fragmen-s of mass less than or equal to p. in the cell

M (g) -=,,x.D d ( 11 )
Now, assuming that the mass of the fragment is related to the cube of the fragment size (such as for cubic or spherical
particles) and noting that the average mass g, corresponds to a fragment having the average size Si,

_ =( ) (12

Therefore, the cumulative mass of fragments in cell i having a size less than or equal to S is

M(S) = inm [I - . (13

Finally, the total cumulative mass of all fragments in all cells having a size less than or equal to S is
N F -(S/Sj)1

MT(S) = Y mi -e j. 14

It was found that if the original distribution is sharply peaked, a large spread is generated by the statistical relations.
However, if the original distribution already contains a large range of fragment sizes, the additional statistical spread
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is minimal. The statistical distributions do show the addition of a tail at small, possibly aerosol-sized, fragments. but
the total additional mass in the aerosol source term so generated is negligible. In application, the cell data is grouped
into "bins" of a chosen fragment size increment.

NUMERICAL SIMULATIONS OF STEEL SPHERE IMPACT ON PMMA TARGETS

Impact simulations of a steel sphere onto a PMMA target plate were made with a physical space that was partitioned
into uniform square cells, with a resolution of 0.05 mm (about 60 cells in the radius of the sphere). The two-
dimensional, axisymmetric geometry encompassed a 20 mm radius and a 20 mm axial length, requiring 160.000
computational cells. This radius is sufficiently large that edge effects of the target do not influence the fragmentation
behavior of the steel sphere. The steel and PMMA were both represented as low temperature Mie-Gruneisen solids, in
which the Hugoniot was described with a linear shock velocity - particle velocity relationship. The properties used in
the calculations are listed in Table 3. The fragmentation parameters for the steel are listed in Table 2. The mass of the
sphere used in the calculations was 1.052 gin, slightly larger than the experimental mass of 1.027 gin.

As an example, consider the case of Test 5, in which a steel sphere impacts a 3.38 mm PMMA target plate at a velocity
of 4570 m/s (cf Table 1). The computed sequence of penetration that occurs is plotted in Fig. 8. Note that the sphere
deforms as it progresses through the plate, with the leading surface undergoing significant flattening. The impact
pressure is about 30 GPa, well above the 2 GPa yield strength of the steel. Just after I gis, void is beginning to be
inserted into the sphere as spall fracture commences. It is apparent from these plots that the PMMA material in front
of the sphere has been accelerated to a higher ve!ocity than the exit velocity of the sphere, as is easily confirmed from
a one-dimensional pressure - particle velocity diagram of the impact. Flash laser photographs of similar events also
clearly show the dispersed PMMA debris leading the clustered steel debris (Ang, 1992). We note in passing that the
appearance of the calculated PMMA target plate residual hole is that of a rather ductile material; the experiments
indicate a far more distinctive residual hole surrounded by large fractured rings that have been removed, suggesting
that there are equation of state and plastic fracture issues to be pursued.

Time=O Is 0.5 ts 1.0 Ps 1.5 ts 2.0 its

Fig. 8. Calculated sequence of a 6.35 mm steel sphere, with normal incidence velocity
of 4570 m/s, perforating a 3.38 mm PMMA target plate (Test 5).

Tracer particles, embedded in the sphere to provide point histories of computed variables, indicate that fracture is
completed between 1.5 and 2 pis. After this time, the PMMA imparts very little impulse to the steel sphere. This
response is illustrated in Fig. 9, where the minimum principal stresses through the axial diameter of the sphere are
plotted. (The first pulse is recorded at the impact surface, and the final pulse at the trailing surface.) The tensile stress
is observed to reach a limit of about 4 GPa. then unload as void is added to the local cells to relieve the state of tension.

As the shock pulse transits the axis of the sphere, the amplitude decays from an initial peak of about 30 GPa to less
than 10 GPa. The immediate consequence of this decay in impulse is a larger decrease in particle velocity at the leading
edge of the sphere than at the trailing edge, so that the trailing material in the sphere has a relative velocity towards
the leading edge of the sphere. This relative velocity of the leading and trailing surfaces of the sphere explains the
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tendency of the particles to stay clustered in a thin disk, as seen in the radiographs (cf Figs. 2 and 5). As a consequence
of the impulse delivery being completed by about 2 Its, the formation of fragments has also been completed by then,
and the fragmentation post-analysis calculations can be made. The debris is basically in free flight by this time,
expanding as seen in the radiographs (in Fig. 2) at much later times (e.g., 30 and 60 Its).
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Fig. 9. Histories of minimum principal stress at Fig. 10. Mass distribution of steel fragments vs.
points along the axis of the steel sphere. fragment size resulting from the impact

of a 6.35 mm steel sphere with a 3.38 mm
PMMA target plate (Test 5).

When the steel fragmentation characteristics were computed for this example, it was found that less than 25% of the
mass of the steel sphere had fragmented. That is, the fracture stress of 4.0 GPa was exceeded in only a quarter of the
volume of the sphere. Examination of the tensile strain rates that occur throughout the sphere indicate a range from
about 6x I 0 per second to over 106 per second. Under these conditions, the expected spall stress would range from 2.2
GPa to 5.6 GPa. based on derived expressions by Grady (1988) for brittle fracture. Recalculating this example with a
fracture stress of 2.0 GPa results in about 80% of the sphere fracturing; with a fracture stress of 1.0 GPa, 100% of the
sphere fractures. It is clear that fracture conditions based on exceeding a tensile stress limit are not adequate to
accurately represent the fracture behavior of this steel. As a working basis for this example, the fragmentation process
was permitted to proceed using the 1.0 GPa fracture stress limit. The resulting computed steel fragment size
distribution is shown in Fig. 10, labelled "w/o statistics". This distribution sums the masses of fragments in each
material cell, where the average fragment size is calculated from the local strain rate, as defined in eqs. (3) to (9). The
figure plots the total steel fragment mass determined for each fragment size "bin", summed throughout the sphere.
Each bin includes a fragment size increment of 0.02 mm. The largest mass of fragments have an average fragment size
of about 0.6 mm. The temperature in the steel has increased only about 100 K, so that the majority of the material falls
in the brittle, or fracture toughness dominated, region of fragmentation. The average fragment size is qualitatively
consistent with what can be seen in the radiographs. It has also been observed that the strain rates, and consequently
the average calculated fragment sizes, depend on the equation of state being used for the materials.

As discussed in the previous section, the fragment size calculated for a given strain rate represents the average
fragment in an exponential (Poisson) distribution of sizes. The masses associated with each of the fragment sizes
shown in Fig. 10 (curve labelled "w/o statistics") can be modified to account for this statistical spread by employing
the concepts expressed in eqs. (10) to (14). When these equations are applied to the current example, the mass
associated with each particle size results in the distribution labelled "with statistics" in Fig. 10. The Poisson statistics
(in which the same size "bins" were used) tend to broaden the distribution up to about 1.1 mm fragment sizes, and do
not significantly affect the upper and lower extremes of sizes. The integral of the mass with size. as described by eq.
(14), results in the cumulative mass as a function of fragment size. Fig. 11 contains both the original calculated
cumulative mass distribution and the associated statistical cumulative mass distribution as a function of fragment size.
The total mass of steel accounted for up through particle sizes of 2 mm is 1.01 gm, or about 96% of the 1.05 gin mass
(if the sphere used in the calculations. The corresponding distributions that show the number of fragments at each
fragment size are plotted in Fig. 12. Now the broadening effect of the Poisson statistics is apparent for the small size
particles. The largest number of particles are of size 0.2 umm; the largest mass of particles are of size 0.6 mm.

To examine trends of the behavior requlting from target thickness variations, a suite of eight impact calculations was
made in which the impact velocity was fixed at 4500 m/s. Variations in PMMA target thickness from 0.76 mm (1/32
inch) to 6.35 mm (1/4 inch) covered most of the range of the experiments, providing a large spread in the amplitude
of the impulse imparted to the steel sphere. From these calculations, comparisons can be made with experimental data
for the loss in axial momentum, and the expansion velocity of the particles debris cloud.
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The loss in axial velocity as a function of target plate thickness is plotted in Fig. 13, and the numerical data clearly
compares well with the experimental data. This figure can be compared with Fig. 3, noting that the numerical
simulations are representing the experimental data in much the same way as the analytic expression. The calculated
curve in Fig. 13 is not quite linear, and tends to have an upward curvature as the PMMA target thickness increases
beyond 3 mm. The expansion velocity of the outer debris edge is plotted in Fig. 14 as a function of PMMA target plate
thickness. The computed points were determined by evaluating the maximum radial momentum acquired by the steel
during penetration. The computed values generally fall within the range of the experimental data. This figure can be
compared to Fig. 7, in which three curves of constant impact velocity are included. In the present figure, only an impact
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Fig. 13. Decrease in axial velocity of the steel Fig. 14. Variation of maximum steel particle
sphere as a function of PMMA target debris cloud expansion velocity with
plate thickness. Data is from Table 1. PMMA target plate thickness. Data is

from Table 1.

velocity of 4500 m/s has been tabulated. In principle, the source of the particles in the debris cloud can be determined
from velocity histories at points distributed throughout the sphere. Along the initial surface of the sphere, the
amplitude of the maximum lateral velocity varies from zero at the leading impact point to a maximumn near the equator.
returning to zero at the trailing point on the axis. Analysis of the velocity histories on a cross-section at the equator of
the sphere indicates a linear increase in velocity from zero on the axis to maximum on the surface, resulting in the
distribution of fragments throughout the disk seen in the radiographs. This continuous spatial distribution of particles
iq in contrast to the commonly observed hollow debris cloud that forms when a target imparts a larger energy to the
projectile (e.g. Grady and Passman, 1990; Piekutowski, 1992). We note that as the thickness increases, the calculated
expansion velocity begins to increase again, an effect that requires some additional analysis
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CONCLUSIONS

The experiments reported here provide a clear definition of the steel debris cloud formed by the impact of a steel sphere
with PMMA targets. The spectrum of impact velocities and target thicknesses provide sufficient basis to establish
trends in debris cloud formation. Some aspects of the fragmenting steel sphere data are represented quit;: well by the
calculations, particularly the axial velocity decrease and the radially divergent velocity imparted to ihe sphere. The
ability to calculate detailed fragment size distributions is the first step in defining quantitative propt-rties of debris
clouds for subsequent interactions. The quantitative comparisons of debris characterization will require some
additional refinement of the data from the radiographs. The simulations have also demonstrated that there is additional
work required on the fracture model used here to more precisely determine the time of fracture and the condition of
the steel at breakup.
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THEORETICAL ANALYSIS OF A PULSED-LASER-DRIVEN

HYPERVELOCITY FLYER LAUNCHER*

R. -Jeffery LAWRENCE and Wayne M. TROTT

Computational Physics Research and Development Department
Sandia National Laboratories

Albuquerque, New Mexico 87185-5800

ABSTRACT

High-power but low-total-energy pulsed lasers can be used to accelerate small-diameter, thin flyers to
velocities in excess of several kilometers per second. The geometry under consideration involves placing
the flyer on the end of an optical fiber through which the laser pulse is delivered. The blowoff products
driving the flyer are thus fully tamped. A model, based on the Gurney theory for explosively driven
plates, is derived for predicting the final velocity of these flyers. All but two of the required input
parameters are readily available; those two can be extracted from one limited set of experimental
measurements. Data on aluminum flyers illustrate that once the input parameters have been
determined, the model predicts changes resulting from variations of laser fluence and pulse duration as
well as flyer thickness and diameter. Additional data on copper and magnesium indicate that the
energy-coupling efficiency can vary by at least 50, , depending on the flyer material.

INTRODUCTION

Many different approaches for accelerating projectiles to hypervelocities have been considered. Some
of them have been only conceptual in nature, whereas others have proven eminently successful in
practice. Examples include conventional powder and gas guns as well as electrically driven rail and coil
guns. Among the more innovative techniques is the use of lasers, either pulsed or continuous, to provide
the requisite driving energy. On a large scale, lasers have even been considered as ground-based power
sources for launching various types of satellites into low earth orbits (Lawrence et al., 1992). On a more
modest scale, the present investigation uses small pulsed lasers to drive thin flyers to velocities of
several kilometers per second or more (Trott and Meeks, 1990). Here we describe in detail a model that
can be used to predict and analyze many aspects of the latter arrangement.

The basic geometry under considerazion involves thin flyers, from a few to several tens of microns thick,
placed on the ends of fused silica optical fibers that are typically several hundred microns in diameter.
A short, high-intensity laser pulse is transmitted down the fiber and deposited on the inner surface of
the flyer, vaporizing a thin layer and driving the remaining portion to high velocities. It is interesting
to note that the power losses in propagating through these optical fibers can be measured in terms of
decibels per kilometer; hence, the laser can be located at a considerable distance from the end with the
flyer. Because of the modest scale of the system, the total laser energies are no more than several tens
of millijoules. In contrast, a typical rifle bullet will have a kinetic energy of several kilojoules or more.
The system is thus small enough that elaborate and extensive facilities are not required for laboratory
installations and applications.

It has been shown previously that simple models can he effective and accurate for predicting
integral-like quantities, such as flyer momentum or velocity, that result from laser interactions

'This work was supported by the 11.S. Department of Energy under contract I)E-AC04-761)I)0t789.
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(Lawrence. 1988). In most previous work of* this type, the blowoff lproducts have been free to expand
into a vacuum. Here we assume that the optical fiber, which carries the laser pulse to the flyer. is
transparent to the laser energy but mechanically rigid with respect to the blowoff. Hence, the
vaporization process is fully constrained or tamped. To model this latter situation, we use conservation
of energy in the framework of the well-known ;urney theory I (Gurney. 1943) to predict the final flyer
velocity. In this context, the vaporized portion of the flyer is treated as analogous to the high explosive
in the Gurney theory. Not only does the model predict the flyer velocity. but it is also easy to extract
the effective thickness of the layer vaporized by the laser pulse, the energy-coupling efficiency. and the
momentum-coupling coefficient. By noting the general behavior of the latter two quantities. a limited
set of experimental results can be used to define the only two model parameters not easily determined
or readily available from standard compilations.

From early experiments we determined all of the required parameters for aluminum flyers operating
with a laser at a wavelength of 1.06 mm. In subsequent tests it was established that the model accurately
reproduces the results arising t'rom changes in laser fluence, laser pulse duration, flyer diameter, and
flyer thickness. Specific features that the model accurately predicts include the energy threshold for
flyer motion, and. well above this threshold, the square-root dependence of the flyer velocity on the
fluence. It also shows, and is well verified by experiment, that the momentum-coupling coefficient
peaks at a fluence several times that of the threshold. This suggests that this intermediate fluence
woIuld be the most efficient for maximizing the flyer velocity. Experiments on other flyer materials,
magnesium and copper in particular, have also been perf'ormed. They indicate that both the energy
threshold and the energy-coupling efficiency can be varied substantially by changing the flyer material.
In a broader sense then, the model provides insight into the physical phenomena so that materials and
parameters can be chosen for overall optimum pert'ormance.

In the succeeding sections we describe the model and its various features. We then derive a number of
scaling relations that follow and that can he used to describe the general behavior of this type of
laser-driven lyer system. The model is then applied by comparing its predictions with experimental
measurements spanning a large range (If conditions and three different flyer materials.

MODEL DESCRIPTJON

The general configuration we are employing is illustrated schematically in Fig. 1. "o generate a model
that is easy to use and that will describe all major features of the dynamic response of this system, we
must make a number of simplifying assumptions. The most basic is that the energy deposition in the
llyer, the vaporization and blowof'f phenomena, and the forces driving the flyer are all one dimensional.
This is comparable to saying that the flyer is thin compared to its lateral dimensions, and that the laser

fluence is unif'Orm across the fiber diameter. These are probably reasonable approximations for the
experiments we have conducted. We next assume that the optical fiber is transparent to the incident
laser radiation, but mechanically rigid with respect to the blowoff products from the flyer-that is. the
explosive vaporization of the inner surface of the flyer is fully tamped. Although other approaches are
possible. the deposition (if the laser energy in the flyer is approximated with a standard exponential
profile controlled by an effective absorption co(efficient. This coefficient is a function of the true laser
absorption co'efficient and, through the thermal diffusivity. the laser pulse duration. In applying the
basic conservation laws, we implicitly allow the deposited energy to equilibrate over the blowoff depth
during the pulse width. Finally, while the blowoff products are accelerating the flyer, we represent their
spatial velocity distribution as a linear function, extending from zero at the rigid fiber end to the actual
flyer velocity at the blowoff-solid interface. It is this last approximation that is a key part of the Gurney
theory.

"I' apply the (;urney theory, we note that because (,f the rigid fiber end, the present configuration is
one-half of a "symmetric sandwich" as described by Kennedy (197t0. In this planar geometry. the
vaporized portion o(f the liver replaces the high explosive of the original theory and the fiber end serves
as the plane o(f symmetry. For an asymmetric situation, conservation of momentum would have to be
invoked. but here energy conservation alone suffices. Equating the "potential" energy deposited in the
flyer by the laser with the kinetic energy of hoth the blowoff Iproducts and the remaining solid portion
Of the plate. we have

1 Xd E ( p//2) (x, - . ', -1 + p/2) I' (r, ./.d) dx ( f1)

The left-hand side represents the energy available in the blowollff f(or accelerating the flyer, where 1) is
the liver density. x, is the thickness (Af the layer that is vaporized by the laser pulse. and E is the
so-called Gurney energy. The first term on the right is the kinetic energy (it' the lyer, which has an
original thickness x_ and a final uniform velocity %,,. The remaininmg term on the right is the kinetic
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energy of the blowoff material, where we have assumed a linear Lagrangian velocity profile of the form

"(X) = (v,,/Xd) X , 0 -<_ X : xd , (2)

as suggested above. Because of the one-dimensional planar geometry, each term in Eq (1) has units of
encrgy p-, unit area. This expression can be solved easily for the flyer velocity v,, obtaining

3E

V 3x,,/2xd- 1 (3)

There are no difficulties with this equation unless x, >! 3x,,/2, an impossible situation since generally
x, << x,, and always, for meaningful conditions, x, < x,,.

To use Eq (3), definitions must be provided for both the Gurney energy E and the blowoff depth x,.
We first assume that the energy in the laser pulse is deposited exponentially in the flyer according to
an effective absorption coefficient u,,,. Since the velocity of the flyer is relatively insensitive to the
details of the energy deposition profile (Lawrence, 1992), alternate approximations could easily be used
(e.g.. a un.orm deposition over a depth governed by M,.,); however, we have chosen Lambert's Law
because it is physically the most realistic. The energy per unit mass in the flyer -(x) is then

r(x) = u,f F,, (1 - r) exp(--opf p x ), (4)

where F,, is the laser fluence incident on the flyer, and r is the effective fractional energy loss. The latter
includes losses due to both reflection and radiation and is integrated over the entire time of the
interaction. This deposition profile is illustrated in Fig. 2, where we note that the energy at the inner
surface of the flyer is c,, = p,,ff F, (1 - r).

Pulse-width dependence is incorporated into the model by taking p,,1 to be a function of both the true
mass absorption coefficient p,, and the laser pulse duration T. The form chosen is

/•Pa (5)
=1 + k A, p (5)

where a is the thermal diffusivity of the flyer. It is related to more common thermal properties through
t ý K/pc,,, where K is the thermal conductivity and c, is the specific heat. The constant k is not an

additiona( parameter, but it is included to allow for uncertainties in the handbook values for p,, and a.
To contrast direct energy deposition with that controlled by thermal effects, we note that the effective
mean free path is 1/ln p. In the limit of short pulse durations this is a true mean free path of l/,,, p,
while for long pulse widths such that r >> r,, = I/a(kp,, p) 2 , the problem is thermally dominated, and
the energy can be considered to be deposited on or near the front surface as a thermal load. In this case
Eq (5) leads to an effective mean free path of k(VtTr)1 2

, which is a characteristic diffusion length for the
pulse width T. Anticipating our experimental results, we find that for the metallic flyers we are using,
u,, is in the vicinity of 10() cmM-21g, k is about 0.3, and a is typically _I cm 2 /s. The transition pulse width
r,, is thus no larger than a small fraction of a nanosecond. Since all of our laser pulse widths are greater
than this by at least an order of magnitude, all the interactions considered here are clearly dominated
by thermal diffusion, and the precise value for ;,, is not particularly important.

O(x)
LASEHV _ý , FLYER PLATE -

VAPORIZED SURFACE
OPTICAL FIBER ,FLYE

RIGID OPTICAL FIBER xd

Fig. 1. Schematic for fully tamped, laser-driven Fig. 2. Exponential energy deposition
flyer configuration, profile.



442 R. J L.ANRFN( E and W. NM. Twoi r

The thickness x, of the layer vaporized from the flyer is determined by finding the depth at which the
deposited energy is equal to the decomposition or vaporization energy ec. Thus we solve Eq (4) in the
form e(x,,) = r, obtaining

Xd= In ,F,, r) (6)
Jeff P E d

as suggested in Fig. 2. Now the amount of energy available for accelerating the flyer is that in excess of
ea and contained in the blowoff layer, as indicated by E,,,, in the figure. It can be found from

E,, = f: [e(x) - Cd] dx , (7)

where r(x) and x,, are obtained from Eqs (4) and (6). This leads to

E,, Ed + Xd . 18)( )
In this expression the first term on the right is the total deposited energy, and the second term
represents the amount that cannot be converted into kinetic energy. The latter has two parts, the
energy lost to deposition beyond the blowoff depth, fa/p,.1j, and the energy used for vaporization, Cdxa.

Finally, we define the Gurney energy as this latter value, E,,,,, averaged over the thickness of the
blowoff layer, E = E,,,/xa, or

E ed (I + (9)P Xd lPeff P Xd

To use t he model for predicting the flyer velocity, we first calculate the effective absorption coefficient
P,,, from Eq (5). Then, for each laser fluence of interest, we find x, from Eq (6), and E from Eq (9). The
flyer velocity r,, then follows from Eq 1:3).

MODEL CHARACTERISTICS AND SCALING LAWS

A nummber of features and characteristics predicted by the model have been borne out well by all the
experiments conducted to date. The first is that there is a threshold laser fluence F,, below which none
of the flyer is vaporized and no flyer motion will take place. Its value can be determined by setting
x, ý 9 in Eq (6) and solving for the fluence, yielding

Cd
Fth = . (10)

p•f (I - r)

When the problem is thermally dominated, as is generally true for our current configuration, the laser
l)ulse width can be considered long, and using Eq (5), the threshold becomes

A• p Cd •i'l 1 1
Flh P ,d T >> (1I

I - r ay (k p,, p) 2 "

In this case F,,, will scale with the square root of pulse duration. If r were much shorter than the
transition value, then F,, would be independent of 7%

"To illustrate the general behavior of the system. Fig. 3 contains plots of several of the important
parameters as a function of the laser flnuence, where the latter has been non-dimensionalized by the
threshold F,,. The threshold is clearly evident in each of the plots. Figure 3(a) shows how the model
predicts the variation of flyer velocity with fluence. We see that after the threshold and knee of the
curve, the velocity appears t(o increase with the square root of the fluence. This simple scaling arises
from the fact that, in general, the blowoff layer is a small fraction of the total flyer thickness, i.e.,
., - x,. That this is true can he shown by substituting Eq (9) into Eq (3), letting F,, get large relative
to F,,,. and keeping x, small with respect to x,,. The result is

V,, • P X,,F, ' th , Xd <1 X,, (12)
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Fig. 3. Model predictions for (a) flyer velocity t,,, (b) energy-coupling efficiency f, and (c) impulse- or
momentum-coupling coefficient I/F,,. The fluence is non-dimensionalized with respect to the threshold
F,,,, and in all cases the ordinate units are arbitrary.

Not only does this indicate how the velocity scales with fluence, but it shows that under these limits it
also scales with x,, 1/2, p 1/,, and (1 - r) "ý 2-, but is independent of both r and rd.

Next we define the energy-coupling efficiency f as the kinetic energy of the flyer divided by the energy
fluence in the laser pulse,

p (x,, - Xd) V,(21
= 2F,,(13)

Using Eqs (3), (6), and (9) this becomes

f = (\Xd f__d IF* - (1 + In F*)] , (14)
2 F, ( 3-X" 1) ul

where F* = F,,/F,, = g41 F,,(1 - r)/lc, and is the laser fluence non-dimensionalized with respect to the
threshold fluence. We can show that as F* gets large, 1 + In F* gets small relative to F*. Hence the
latter term can be dropped from Eq (14). and we have

2 (TdX (1 - r) , F,, >> Fth , (15)

" 2Xd

and f is independent of the fluence. If, in addition, xd << x,,, then the efficiency becomes

j f (0 - r) F,, >> Fth , Xd << X,, (16)

and it is dependent only on the energy loss r. This is evident in Fig. 3(b) where the curve asymptotically
approaches its maximum value as the fluence gets large. This last result is extremely valuable because
it will allow us to determine r from a limited set of high-fluence experimental data.

Another parameter of importance is the momentum- or impulse-coupling coefficient I/F,,. It is defined
as the momentum per unit area in the flyer divided by the laser fluence, and is shown in Fig. 3(c), again
plotted as a function of F,,/F,,. From the figure we see that I/F,, peaks at an intermediate fluence and
then falls off as the fluence increases further. The specific nature of this behavior can be examined by
looking at the actual form of i/F, which can be written as

I p (x, - Xd) Il,, (17)
F,, F,,

In this case, we first expand and then approximate the resulting expression in the limit x, << x,, which
leads to

S1 21 , q Iin F*
F, d-r Xd <' X,, -(18)
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Fig. 4. The effect of flyer thickness on (a) flyer velocity and (b) energy-coupling efficiency. The flyer
velocity is non-dimensionalized with respect to the scaled value given by Eq (12).

The second square-root term on the right, which is a function of F* only, controls the shape of the
curve; the other factors are simply dimensionalizing constants. Examining this term, we find that it has
a maximum value of 0.319 at F* = 3.51. If we can experimentally locate this point at (I/F,,),,a.. and
iF,,) ,.., we then have

'U/f = (/ max or I+ :3.51
- - ed (F,),,p (1 - r)

as long as x, << x,. Along with Eq (16), these results will be used to specify fully all the parameters
required hy the model. In the high-fluence limit, I/F,, further reduces to

1 /2 j, x,, (1 - r)
-F,, F, , xd x,, F,, >> Fh, (20)

and we see that it falls off as the square root of F,,, as suggested in the figure.

The scaling laws and relations that we have developed here, especially Eqs (10), (12). (16), and '20). can
be used to provide rapid but approximate results for the behavior of this class of laser-driven flyer
launchers. The only restriction is that we observe the appiopriate limits in terms of fluence and flyer
thickness.

An interesting question remains: What happens when these limiting conditions are not realized? With
respect to) the fluence the answer is simple. The threshold is approached from above and then achieved:
there is then no flyer motion, and both the energy and momentum coupling become zero. On the other
hand, ifI x is small enough so that a significant fraction of the flyer is vaporized by the laser pulse, then
the relevant scaling laws, in particular Eqs (12), (16), (18). and (20), no longer apply. To illustrate.
Fig. 4 shows plots of' both v,, and j using their full forms, Eqs (3) and (13). In Fig. 4(a). we show how
the flyer velocity behaves for these two cases. To emphasize the differences. v,, is non-dimensionalized
with respect to the scaled value given by Eq (12): in other words, for the ordinate we plot o',/v*, where

12 F2;,(1 - r)/tfx,,-' 2 . Hence, the curve for the thick flyer (xjx,, << 1) approaches a value of'one
as the fluence gets large. In contrast, when the flyer is thin (x,,/x,, - 1), we see that the velocity becomes
much larger than the scaled value. For the energy-coupling efficiency 1. we show similar curves in
Fig. 40)b. For thick flyers .1 asymptotically approaches I - r or 0.4 at large fluences (the calculations
were performed with r = 0.6), whereas for thin flyers . drops off rapidly when x, exceeds roughly half
of the initial thickness x,,. Thus, although the velocity can be driven higher by using thin flyers, the
efficiency with which the energy can be coupled into the flyers is reduced by an even greater factor.
These thin-flyer effects have not been experimentally verified, but assuming that adequate diagnostics
could be employed, there is little doubt that these trends would be observed.

PARAMETER DETERMINATION

In the previous sect'ion we suggested that a limited set of experimental data could be used to define all
the p)aranleters required vN the model. Here we will describe the appropriate procedure. using
measurements taken with aluminum lyvers as an example. We first assemble the choracteristics of the
syslem with which we are working, sJ)ecificallv the laser fluence F,,. the pulse width r. and the flyer
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thickness x,,. Knowing the flyer material, we should be able to obtain readily the flyer density p, the
thermal diffusivity a, and the vaporization energy c,. Although it is not particularly important for the
present configuration, we should also be able to find at least an estimate for the true absorption
coefficient p,, for the laser wavelength being used. This leaves only two parameters, the integrated
fractional energy loss r, and the effective absorption coefficient Uf..

To generate values for these last two model inputs, we need one set of velocity measurements spanning
a range of fluences starting near the threshold but with the other variables held constant. If the flyer
thickness is great enough so that x,, >> Xd, these data can be converted to energy-coupling efficiencies
f through

P Xo rI

f ZZ 2 Fo Xo >> xd (21)

and into impulse-coupling coefficients 1/F,, with

I -p Xo V*oFI F0  ' Xo >> Xd. (22)

If the data are plotted as f versus F,, they should approach a constant value as the fluence is increased,
and if they are plotted as I/F,,, they should peak at a fluence several times the threshold. The limiting
value of f will lead to r through Eq (16), and the maximum value of I/F,, will yield p,,f through Eq (19).

As an example, we will consider one of our earlier sets of data employing aluminum flyers, for which the
relevant system parameters are x,, = 25 Am for the flyer thickness, and T = 25 ns for the laser pulse
width. For the aluminum flyers, we have p = 2.7 g/cm:1 for the density, Cd = 12 kJ/g for the vaporiza-
tion energy, a = 0.8 cm 2/s for the thermal diffusivity, and ., = 4.4 X 105 cm 2/g for the true absorption
coefficient at the laser wavelength of X = 1.06 um (Hultgren et al., 1963; Touloukian et al., 1973; Weber,
1986). Converting the measured velocity data with Eqs (21) and (22), we obtain the results shown in
Figs. 5(a) and 5(b).

Looking first at the energy-coupling efficiency, it appears that f is asymptotically approaching a value
of about 0.4. Using Eq (16). this leads to a value for the energy loss of r = 0.6. Next, an estimate for
the coordinates of the peak impulse-coupling coefficient can be made from Fig. 5(b). For these data we
find (I/F,)... 43 dyne s/,l at a fluence of F,, - 10.4 J/cm2. With r = 0.6, both parts of Eq (19) then
give A',ffZ 1.01 X 10ý cm 2/g for the effective absorption coefficient. In the actual implementation of
the model, p,.11 is not used directly but is computed from Eq (5). To find the required constant k, we
simply invert this expression, obtaining

Pa Peff (23)

where, as was mentioned earlier, k is not an additional parameter but provides for uncertainties in the
other constants contributing to p,,ff. The value thus obtained is k = 0.253. The curves in both parts of
Fig. 5 were plotted using Eqs (3) and (17) with this result and the other constants mentioned above.

. 100
Asymptotic Value for f

0.1 7

rAssumed Peak Impulse

t0 Coupling Coefficient

0.01

0.0011
1 10 too I 10 100

Pulse Fluence, F0 (J/sq co) Pulse Fluence, Fo QJ/sq cm)

Fig. 5. Experimental data for aluminum flyers with r 25 ns and x,, = 25 pm plotted in terms of (a)
energy-coupling efficiency .f, and (h) impulse-coupling coefficient I/F,,. The curves were calculated
from the model using the constants derived from these data.
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Note that through Eq (10) an independent determination of I4,l could have been found from
an experimental estimate of the threshold fluence F,1. For the present data set an estimate of
F,, z 3 J/cm 2 would have been very close to the value predicted by Eq (10) and the above constants,
2.97 J/cm2 . All these final values for the material constants are summarized in Table 1.

Table 1. Flyer Material Properties

Aluminum Copper Magnesium

Material density, p (g/cm:') 2.7 8.93 1.74

Decomposition energy, Cd (kJ/g) 12.0 6.2 7.0

Thermal diffusivity, (Y (cm 2 /s) 0.8 1.0 0.86

True absorption coefficient, p, 4.4 X 10"' 9.3 X 104 1.0 X 10."

(cm 2/g)

Absorption coefficient constant, k 0.253 0.252 0.30
(dimensionless)

Effective energy loss, r 0.60 0.45 0.40
(dimensionless)

MODEL APPLICATIONS

Two major areas will be used for applying the model to actual experimental results. For the first, we will
analyze a range of parameter variations using aluminum flyers; for the second, we will look at more
limited sets of data on two alternate metallic flyer materials, copper and magnesium.

To illustrate the accuracy of the model, as well as the range of parameters over which we can reliably
extrapolate its predictions, we will examine experimental variations in flyer diameter and thickness,
laser pulse duration, and coupling method. For the initial comparison, we combine the data used to
determine the parameters for aluminum flyers with additional measurements taken with other optical
fiber and flyer diameters. The results are shown in Fig. 6. It is clear that all the data lie very close to
the single curve generated by the model. The fact that the flyer diameter makes no significant
difference in the flyer velocity shows that our original assumption of one dimensionality is, for all
practical purposes, fully justified. The plot also shows that the high-fluence square-root scaling of r,,
with F,, predicted by Eq (12) is well obeyed.

The next example considers a set of shots that did not use the optical fiber to couple the laser energy
to the flyer, but instead employed a thick plate of fused silica on which the flyer was mounted, and that
provided the tamping for the blowoff products. A lens was then used to focus the laser beam on the
inner surface of the fly'er, through the quartz plate. In addition, the aluminum flyer was considerably
thicker, with x,, = 66 um, and the pulse width was T ý 18 ns. It was anticipated that the laser fluence
would be somewhat less uniform across the flyer diameter than with the optical fiber, but if this were
true, it did not lead to any significant anomalies in the flyer response. Because of the different coupling
method, the delivery of the laser energy to the flyer is less efficient than with the fiber, and it was found
that an energy loss fraction of r = 0.78 was needed to match these data. All the other input constants
were, however, the same as before. The results, which are plotted in Fig. 7, show excellent agreement
between theory and experiment.

Returning to the fiber-coupled configuration, we next consider the interaction of the laser pulse with
thin flyers. The measurements and calculations shown in Fig. 8 used a pulse duration of r = 18 ns and
a flyer thickness x,, of only 5 pm. This is only one-fifth the thickness of the flyers used for the Fig. 6 data
and less than one-tenth that represented in Fig. 7. Again. with no changes to the basic input
parameters, the model reproduces the data very closely. With flyers this thin, there is some question as
to the thickness of the blowoff layer x,,, and whether the limiting condition, x,• << x,, is maintained.
Although this restriction is not a requirement for applying the model, a departure from the velocity
scaling suggested by Eq (12) and illustrated in Fig. 4(a) might be expected. No such deviation is
observed, and in fact for the maximum fluence in this experimental series, F,, = 26 .1/cm2 . Eq (6) leads
to x,,/x,, zz 0.14. Apparently this value is adequate to meet the limiting case requirements.
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Fig. 6 Comparison of model predictions with

experimental results for aluminum flyers. The Fig. 7. Comparisons between theory and exper-
various symbols represent different flyer diam- iment for lens-coupled aluminum flyers. Here the
eters and, by their agreement with a single flyer thickness was x,, = 66 um and the pulse
theoretical curve, they indicate that the inter- width was T = 18 ns. Because of the coupling
action is one dimensional. In these experiments, method, a value of r = 0.78 was required to
the flyer thickness was x,, = 25 lim and the mi., ch these data; otherwise, the standard param-
pulse width was T = 25 ns. eters were used.

For a final parametric variation using aluminum flyers, we analyze a series of experiments in which all
the parameters were held roughly constant except for the laser pulse duration. In this case we used a
flyer thickness of x,, = 12.7 pm and a nominal fluence ofF,, zt 27 J/cm2 . The pulse width r was allowed
to vary over more than an order of magnitude, ranging from 4 ns to 48 ns. Both the experiments and
the model predictions are plotted in Fig. 9. Again, the theory matches the data quite well. There is,
however, some evidence in the data of a structure not exhibited by the model, but it is difficult to
ascertain whether this is real or just an artifact of experimental uncertainties.

Although most of our efforts have concentrated on aluminum flyers, several other materials have been
examined. For the second basic model application, experimental results were obtained from both
copper and magnesium flyers, and the data are shown in Fig. 10. For copper (Paisley, 1991), the
required material properties were determined in the same manner as with aluminum, and are listed,
along with the constants for the other materials, in Table 1. As with aluminum, the agreement between
theory and experiment is very good over the entire range of fluences examined. In a similar fashion, we
have analyzed and then plotted the results for magnesium flyers. As with the other materials, the model
matches the data very well, and any discrepancies could easily be attributed to experimental scatter.

The major difference among the three flyer materials shows up in terms of the overall energy loss r. For
aluminum at high fluences, only 40% of the input laser fluence is ultimately converted into kinetic
energy of the flyer, whereas for magnesium the process is 601( efficient. Copper is almost as good as
magnesium, with a value of r = 0.45 for the energy loss. These material differences can probably be best
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illustrated by using the model to look at both the energy-coupling efficiency and the impulse-coupling
coefficient, which we have done in Fig. 11. To keep these comparisons on a common basis, we have held
the flyer thicknesses constant at a nominal value of 15 pm. We could also have allowed x,, to vary and
kept the areal density constant, but it was felt that the former was a more realistic operational
constraint. A constant pulse duration of r = 20 ns was also assumed for these calculations.

From these figures we see immediately that the threshold fluence for magnesium is about one-third of
that for aluminum and roughly one-fourth that of copper. F,, could also have been determined directly
from Eq (11) and the respective input constants. The coupling efficiency, in Fig. 11(a), is greater for
magnesium at all fluences. However, because of the dependence of f on the other parameters, as
indicated in Eq (14), the efficiencies for aluminum and copper are similar, crossing each other at an
intermediate fluence. Examining the impulse-coupling coefficient in Fig. 11(b), we see that both
magnesium and copper are about twice as good as aluminum, with magnesium achieving its peak I/F,,
at a fluence almost one-fourth that of either of the other materials. This could also have been
determined with a direct application of Eq (18). These results suggest that, barring other consider-
ations, magnesium would be the best choice for the flyer material in this type of laser-driven system.

10

SNMagnesium

CU

0 10 20 30

Incident Fluence, F0 (J/sq cm)

Fig. 10. Flyer velocity as a function of laser
fluence for copper and magnesium flyers. The
experiments on copper (Paisley, 1991), shown on
the lower curve, employed a pulse width of r = 8.8
ns and a flyer thickness of x,, = 10 urm. The
magnesium data, on the upper curve, were taken
with r = 18 ns and x,, = 12.5 pm. The other model
parameters, for both materials, are listed in Table 1.
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Fig. 11. Model comparisons among the three tested flyer materials. In (a) we show the energy-
coupling efficiency f, and in (b) we plot the impulse-coupling coefficient I/F, In both cases the flyer
thickness was kept constant at x,, = 15 pm, and a pulse width of T = 20 ns was employed.



CLOSURE

tin the course of this study we have developed a simple model f'or p~redicting the late-time velocity of*
thini flyers driven by high-power pulsed lasers uinder conditions where the blowoff' products are fully
tamp~ed. Once all the required constants are established through the use of an initial set ot'data, we have
f'ound that the model is capable (it' accurate extrapolations to other conditions involving changes in
eniergYN fluence. laser pulse width, and fliver thickness. In f'act, each of these parameters has been varied
bY more than an order (if' magnitude, with not significant loss in this accuracy. Variation of flyer
dliamneter with no resulting velocity change shows that the response of' the system is indeed one
dlimensional. IBY comparing different materials, we have seen that the energy-coupling efficiencies can
be altered substantially, and that these differences are maniffested as shif~ts in both threshold fluence
and tpeak imjpulse-coupling coelffh rnts.

Mlore spec~ifically, we have derived a number of expressions that can be used to describe most features
of' the sy stem. In fact, we can easily p~redict not only the flyer velocity, but also the energy-coupling
efficiency, the impulse-coupling coefficient, the efTectiv-e blowoff depth. and the threshold fluence. In
the limits of' high f'Iuence and thick flyers, these relations become particularly simp~le scaling laws.

A more general but important conclusion f'rom this work is that simple engineering models, such as the
one describ~ed here, provide fast and economical approaches for studying many aspects of* problems
involving dYnamic interact ions. This is true as long as the variables of' principal interest are integral

qunit ies such as momentum orne veocty as opposed to non-integral variables such as pressure.
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THE IMPACT OF FLAT, THIN PLATES ON ALUMINUM TARGETS
IN THE 5-10 km/s VELOCITY RANGE*

R. Lee, J. Osher, H. Chau, M. Gerassimenko, G. Pomykal and R. Speer
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P.O. Box 808, Livermore, CA 94550

ABSTRACT

The purpose of the study was to investigate the effect of the impact of a thin membrane on aluminum in
the velocity range 6-10 km/s. The impulsive load delivered by a membrane impact will exceed the
momentum/area of the membrane because of rebound, blow-off of vaporized membrane material, and
ejection of molten and fractured material from the target (impulse gain). One of the objectives of the
study was to quantify the impulse gain in the velocity range of interest. Also of interest was the physical
damage to the target including spall, melting and fracture. Understanding these damage mechanisms is
important for protecting spacecraft from the impact of space debris and meteoroids.

Simple theories account for the flyer rebound, but hydrodynamic modeling is required to treat the blow-
off of target material. At lower velocities, the blow-off is negligible, but at 10 km/s calculations show it
to be equal to the rebound momentum for one-dimensional (I -D) impacts. The modeling of three-
dimensional (3-D) experiments revealed large effects at the edge of an impacting membrane, prompting
an emphasis on I -D pressure profile experiments.

87 kI ELECTRIC GUN FACI'!TTY:

The LLNL electric gun systems operate by discharging a capacitor bank through a thin metallic foil as is
shown schematically in Figure 1. Ohmic heating of the foil deposits a significant portion of the stored
capacitor bank energy into the foil causing the foil to explode. The explosion of the foil drives a thin
plate of material, placed on top of the foil, down a barrel to impact a target. LLNL operates several
electric gun systems with stored electrical energy up to I MJ. The work described here was performed
on an 87 kJ electric gun which has been described in detail in Reference II].

The heart of the 87-kJ electric gun is a 17.6-uF, 25-nH capacitor bank which has a peak charging voltage
of 100 kV and maximum stored energy of about 87 kJ. Electrical current from the bank flows through
Maxwell rail gap switches into the exploding foil load, a disposable, low-inductance, parallel-plate
transmission line "laminate" which is clamped into a permanent transmission line coming from the bank,
as shown schematically in Figure 1.

* This work was done under the auspices of the U.S. Department of Energy by Lawrence Livermore

National Laboratory under Coniract No. W-7405-Eng-48. Funding was provided by SDIO through
DNA and managed by the U.S. Army Defense Command.
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The transmission line from the capacitor bank passes into a steel target chamber. The target chamber
contains any shrapnel from the shot and is purged with air after the shot, so the smoke and fumes from
firing do not enter the room. The disposable laminate is clamped into the transmission line and the
barrel and target are mounted on top of the transmission line. If experiments are to be conducted in
vacuum, a disposable, Lucite (PMMA) vacuum fixture is mounted over the barrel and target and
evacuated. An optical port provides optical access for a laser beam and a line of sight for two electronic
streak cameras. Two flash x-ray (FXR) tubes can be independently triggered to measure the motion of
the target and debris over a prescribed time interval.

Diagnostics include measurement of current and voltage waveforms to monitor bank performance, FXR
photos, an electronic streak camera, and a Fabry-Perot (FP) laser velocimeter. For the FP velocimeter
measurements, the beam from an argon ion laser is focused onto a spot on a diffusely-reflected surface,
typically aluminum or silver painL The diffusely-reflected laser light is collected and passed through
cylindrical optics and then through a Fabry-Perot etalon. For a collimated beam, the F-P etalon produces
a series of circular fringes whose angular separation depends on the wavelength of the return light.
Placing the cylindrical optics ahead of the etalon collapses the fringe pattern into a series of dots which
are focused onto the streak camera slit. If the diffusely-reflecting surface remains stationary, the streak
record is a series of parallel lines, but if the surface moves, the return light is Doppler shifted, changing
the angular separation of the dots. The velocity-time history of the surface may be determined by
measuring the change in spacing of the lines recorded on the streak record. Flyer velocity was measured
by painting a small dot of silver paint onto the surface of the flyer and monitoring the motion with the FP
velocimeter. The FP velocimeter was also used to measure impulse gain using the LiF technique, which
will be described later.

EXPERIMENTAL ARRANGEMENT:

Impulse Gain - In these experiments, a thin flyer plate moving at velocity v strikes a target at rest.
From Newton's second law, we know that the impulse delivered to the target is equal to the change in
target momentum. If the flyer plate rebounds or vaporizes, and if material is ejected from the target
surface, the final momentum of the target may be greater than the initial momentum of the flyer plate,
hence the impulse delivered to the target is greater than the initial momentum of the plate. This is called
an impulse gain. It is convenient to define quantities in terms of unit area of impact, so we define
impulse to be the momentum imparted to the target per unit area of impact. With this definition, impulse
is the time integral of pressure. The unit of

CAPACITOR BANK - TRANSMISSION LINE LAMINATE

L BARREL
C I

CROSS SECTION THROUGH LAMINATE

Figure 1. Schematic drawing of an electric gun laminate. A barrel is placed on top of
the flyer and foil, and the explosion of the foil drives the flyer down the
barrel to impact a target.
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impulse is the kilotap, where I ktap = 1000 dyne-s/cm 2 . The definition of impulse gain is the ratio of
the impulse delivered to the target to the momentum/area of the incident flyer plate.

Ballistic Technique - One way to measure impulse gain is to measure the ratio of the target momentum,
after the flyer has struck and rebounded, to the incident flyer plate momentum. The flyer plate thickness
determines the mass/area of the flyer plate. Flyers with a diameter of 22.2mm were used for most of this
work. Flyers were either 0.20mm thick Mylar or 0.30mm thick Kapton. Both Mylar and Kapton have a
density of 1.4g/cm 3 . Flyer velocity was measured as a function of capacitor bank charging voltage using
the FP laser velocimeter described above.

The incident flyer momentum, pf, is thus:

pf = DdAvf, (1)

where D is the flyer density, d is the flyer thickness, A is the flyer area, and vf is the flyer velocity.

The final velocity, vt, of the aluminum target was measured by using the FXR to photograph the target
position at two different times after the impact. vt is taken to be the displacement of the target (measured
in the FXR photos) divided by the time interval between the x-ray flashes. The target is recovered, its
final mass, Mt is measured and the final target momentum, Pt, is given by

Pt = Mtvt. (2)

Impulse gain, G, is thus

G = (Mtvt)/DdAvf). (3)

The targets were aluminum, typically 2.54cm thick and 4.45cm square. It was necessary to drill two
rows of holes, through the target, parallel to the rear target surface (opposite the impact surface) to
suppress spall from the back surface, as is shown in Figure 2. These holes attenuate the shock wave
produced by the flyer plate impact and spall, if it occurs, occurs internally in the
holes. Otherwise, one or more spall scabs will separate from the rear surface, greatly complicating the
task of keeping track of the impulse delivered by the flyer plate impact. It is advantageous to keep the
target mass as low as possible, to maximize the target velocity after impact, but the lateral dimensions
are limited by the need to suppress spall. Had a target of smaller lateral dimensions been used, spall
would have occurred from the sides of the target. Measurements were made at approximately 5,8, and
10km/s.

There are a number of experimental difficulties associated with this type of measurement. The metallic
target must be shielded from the magnetic field produced by the exploding foil, otherwise eddy currents
will interact with the magnetic field and give an additional momentum component to the target.
Exploratory experiments without magnetic shielding yielded spuriously high impulse gains. A layer of
copper and a layer of steel, with holes for the flyer plate to pass through, were used to shield the target
from the magnetic fields, as shown in Figure 3. This shielding arrangement was tested by using the FXR
to monitor the motion of a 45mm square, 25.4mm thick, aluminum target after discharging the bank with
a dielectric barrier interposed to prevent the flyer from striking the target. No motion was detected in the
picture taken 18 pIs after the current start. The period of the capacitor bank is about 4 ps, and the
damping is such that after two periods the next current peak is only about 20% of the initial current peak.
It can be safely assumed that the magnetic contribution is over after the first two periods (recall that the
magnetic force is proportional to the square of the current) so the FXR picture indicates that the
magnetic shields are effective in eliminating the magnetic contribution to impulse gain.

The flight distance of the flyer plate to the target was about 5cm. The long flight distance helps to
minimize magnetic effects, and to delay the impact of slow-moving debris on the target, e.g. pieces of
the barrel. It is difficult, however, to track the flyer velocity over such a large distance. Attempts to
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Figure 2. Schematic drawing of an impulse gain experiment, using the ballistic technique. The
dashed drawing on the right represents the position of the target during the first x-ray flash, the upper
drawing represents the position of the target during the second flash. The holes at the top of the target
are to suppress spall.

obtain a good flyer velocity measurement near the maximum charging voltage (95 kV) were
unsuccessful until an electronic streak camera was used to measure the arrival time of the flyer at the
target. The FP measurement of velocity over the first several mm of flight and the time of arrival,
measured by the streak camera, were then combined to get a good measurement of impact velocity.

Another concern is the contribution to the momentum gain from the aluminum plasma which accelerates
the flyer. The material velocity in the plasma is equal to the flyer velocity, vf just behind the flyer,
whose position we denote by zf (z = 0 before the flyer is launched). If it is assumed that the flyer
velocity varies linearly from vf at z = zf to 0 at z = 0, and further assumed that the plasma density is
uniform, the plasma momentum can be computed. Let C and M be the mass/area of the bridgefoil and
flyer respectively. The flyer momentum is thus Mvf and one can show by integration that the plasma
momentum is l/2Cvf. The ratio of plasma to flyer momentum is thus 1/2 (C/M). For many of these
experiments a 0.2mm thick Mylar flyer and a 0.1mm thick bridgefoil were used, so the plasma carries
approximately half the momentum of the flyer. Not all of this momentum contributes to the impulse
delivered to the target, however, because of the long flight path and the magnetic shield. Figure 3 shows
a sketch of the geometry used for the shots. If it is assumed that the plasma spreads laterally at a velocity
equal to the flyer velocity, it will spread at a 45" angle and from the experimental geometry it is
calculated that the order of 10% of the plasma mass actually strikes the target, which would contribute
the order of 5% to the impulse. The impulse from the plasma contributes directly to the measurement
error in the ballistic technique, but is less important in the LiF technique described below.

Final target velocities were rather low, in the 10 m/s range, and target displacements were small over the
FXR delay times that were used. The FXR flashes could not be delayed more than 400 microseconds
because debris from the barrel could strike the target and change the momentum at later times. The
primary limitation on accuracy was the error in measuring the small target displacements. In some of the
later experiments, a hole was drilled through the center of mass of the target into which a lead sphere,
which could be more easily resolved on the film, was inserted. Measurements using this technique had
estimated errors of about ±10% in the measurement of sample position. Errors in x-ray timing and target
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mass were negligible, so the major remaining error is the systematic contribution from the plasma
impulse, estimated above at about 5%.

A difficulty with the ballistic technique is that the experiment is inherently two or three dimensional.
There is an unavoidable edge effect due to the finite size of the flyer plate. The extent to which edge-
effects contribute to impulse gain is difficult to quantify experimentally, but impact craters on recovered
samples show more material removal around the edges of the impact than at the center. Modeling
calculations show the edge effect to be large for 10 km/s impacts.

LiF Technique - Another way of measuring the impulse delivered to the target is to measure the time
variation of the pressure at a point in the target as the pressure wave from the impact passes that point.
Impulse is the time integral of the pressure, so this is a rather direct and fundamental way of measuring
impulse.

To achieve this the arrangement shown in Figure 4 was used. The flyer plate strikes a 1mm thick
aluminum target and produces a pressure wave in the targeL A 5mm thick LiF crystal is in contact with
the rear surface of the aluminum and the FP laser beam passes through the LiF to strike the aluminum
and be diffusely reflected. The FP velocimeter thus monitors the motion of the AI/LiF interface during
the passage of the pressure wave produced by flyer impact.

ALUMINUM TARGET

A FOAM SUPPORT

5.4m STEEL SHIELD

LAMINATE

BACKING

Figure 3. Schematic drawing of the magnetic shielding arrangement. The steel shield
was about 3mm thick, the copper shield was about 0.25mm thick. The steel
shield prevents part of the plasma from reaching the target.

Generally, two shots were required for each impulse gain measurement. The first shot, which is called a
timing shot, launched the flyer so as to strike a glass cover slip, mounted at the position of the impact
surface of the target. The F-P velocimeter recorded the flyer velocity and the streak camera recorded the
arrival time of the flyer at the target. This allowed the timing window to be set for the following impulse
gain shot with the F-P velocimeter, and also provided the impact velocity of the flyer. Measurements
were made at approximately 5,8, and 10 km/s. For the impulse gain shots some of the return light from
the laser beam was split off and focused on the slit of the streak camera. This recorded a speckle pattern
which is very sensitive to motion of the target. No motion due to magnetic forces was detected, but a
short time before the arrival of the shock wave at the interface, changes in the speckle pattern were
observed. This was attributed to the arrival of a small amount of gas from the foil explosion which had
gotten ahead of the flyer. No motion was recorded by the velocimeter before the arrival of the main
shock, so it was concluded that precursor gas contributes negligible momentum.
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Figure 4. Schematic drawing of a LiF-technique experimenL

Mass and momentum conservation require the pressure and material velocity to be the same on both
sides of the interface and, knowing the material velocity, the pressure can be computed using the well-
known Us-up Hugoniot curve for LiF. The Hugoniot curves for aluminum and LiF are nearly the same,
so there is little reflection of the shock wave as it passes through the interface. A graphical construction
shows that a 100 GPa shock wave passing from aluminum to LiF will only drop about 2% in amplitude.
Lateral dimensions of the flyer and the LiF crystal are chosen large enough to ensure that the flow
remains one dimensional over the time of interest.

Once the pressure-time curve at the interface has been computed from the F-P record of the interface
velocity, it is a simple matter to compute the impulse delivered to the target by integrating the pressure
wave. The error due to the impedance mismatch at the interface is 2% or less.

The LiF technique is a much more accurate way measuring impulse, eliminates edge effects and it has
the additional advantage of being one-dimensi ,al. The one dimensionality makes the results much
easier to compare with calculations.

A disadvantage of the LiF technique is in accounting for late-time effects, e.g. the ejection of molten and
vaporized material from the target. One can increase the recording time by using a large-diameter flyer
and a larger and thicker LiF crystal.

EXPERIMENTAL RESULTS AND DISCUSSION

Impulse Gain Results:

The results of the impulse gain experiments are shown in Figure 5. Four sets of data are displayed. The
inverted triangles represent impulse gain measured using the ballistic technique. The rest of the data are
obtained using the LiF technique described above. The squares are data for 0.2mm thick Mylar, the
right-side-up triangles are for 0.3mm thick Kapton and the crosses are from earlier measurements made
with 0.3mm thick Kapton. The Hugoniot curves of Kapton and Mylar can be used interchangeably.

Examination of Figure 5 shows a systematic difference between the results obtained using the ballistic
and LiF techniques. The ballistic results show a pronounced rise at the highest impact velocities, while
the LiF results are essentially flat. It is not surprising that the ballistic experiments show a momentum
gain rising with impact velocity, because of the contribution to impulse gain from ejecta from the impact
region. Examination of recovered targets shows a substantial edge effect, which would not be present in
a I-dimensional (I-D) impact. A 3-D simulation of a ballistic-technique experiment, discussed in a later
section, show that some of the impulse is delivered over a time span which is large compared to the
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pressure pulse produced by the impact, with the target momentum increasing for 3 microseconds after
impact. The late time effects are presumably due to material being ejected from the impact crater.

4-

T BALISTIC TECHNIQUE - 0.2 mm MYLAR

3.5- LiF TECHNIQUE - 0.2 mm MYLAR

A LF TECHNIQUE - 0.3 mm KAPTON

3 + LiF TECHNIQUE - 0.3 mm KAPTON (EARUER STUDY)
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Figure 5. Summary of the impulse gain data.

In contrast, the LiF technique is inherently I-D, so it does not include an edge contribution. A factor
which must be considered in understanding the LiF results is the relatively short duration of the
measurement, typically a few hundred nanoseconds. Contributions to the impulse due to late-time
ejection of material after the flyer has rebounded are not measured so it is not surprising to measure a
larger impulse gain with the ballistic technique, where edge effects result in a large quantity of ejected
material, and where the measurement is integrated over hundreds of microseconds. Recording time can
be increased by using a larger-diameter flyer and a thicker LiF crystal.

Because of the long flight distance, velocity calibration was difficult to obtain, especially near 10 km/s.
The F-P velocimeter would follow the motion of the flyer only part of the way to the target and then the
signal was lost. This was finally resolved when we used a streak camera to record the impact of the flyer
plate on a glass plate. Knowing the impact time and distance, we could extrapolate the early velocity-
time record to give us the proper impact time and distance. Estimated errors in impact velocity are
shown by the horizontal error bars in Figure 5.

The long flight distance also adversely affects the flatness of the flyer impact. Streak camera records of
flyer impact after 5cm of flight show that impact is not simultaneous across the width of the flyer. We
believe that most of the difference between measured and calculated pressures is due to this.
Calculations show that if the portion of the flyer surface which strikes near the laser spot has a ridge, the
pressure-time records will depend on the distance from the ridge to the laser spot, accounting for most of
the scatter in the LiF technique results.

Sample Recovery:

All of the samples from the ballistic-technique experiments were recovered, and for some of the velocity
calibration shots 3mm aluminum plates were used as witness plates to show the effect of the impact on a
thinner target. At -5 km/s, an impact crater was formed showing considerable plastic flow, but little
melting except around the edges of the impact. At -8 km/s and above, considerable melting was evident.
The mass of the targets was measured before and after impact and a crude estimate can be made of the
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depth of melt from these data. If we assume an idealized crater with a flat bottom and the same area as
the 22.2mm square flyer, we obtain the estimate of average melt depth produced by the impact of 0.2mm
thick Mylar flyers which is shown in Figure 6.

A LiF shot at 10 km/s with a 0.2mm thick Mylar flyer impacting a 1mm thick aluminum target recorded
a peak pressure of 67 GPa at the AI/LiF interface. Figure 7 shows the calculated release temperature of
shocked 2024 aluminum (31, with melt occurring at release from about 67 GPa, so the 9 km/s impact
must melt the AI target to a depth of at least 1mm. This result is quite consistent with the estimated melt
depths shown in Figure 6.

When 3mm thick Al plates were used in velocity calibration experiments at 10 km/s, a 0.2mm thick
Mylar flyer simply blew a hole in the plates. When a second plate was added, spaced 6mm behind the
first plate, the 0.2mm flyer also made a hole in the second plate. It should be noted that these plates had
a small hole in them to pass the laser beam for velocity calibration, so these shots should be repeated
with intact plates to confirm the results.

Simple Theories of Impulse Gain:

Some of the gain in impulse, which is observed when a flyer plate strikes a target, is due to the rebound
of the flyer plate after the collision. If some simplifying assumptions are made about the material
properties of the flyer and target, the momentum carried by the rebounding flyer is easy to compute. For
example, if the flyer rebounded elastically from a much heavier target, the momentum gain would be
nearly two. For non-elastic collisions, the Hugoniot jump conditions are used to compute the final state
of the flyer at the instant it separates from the target.

The simplest model is one put forth by John Huntington 14] where one assumes that shock waves
propagate in the target and flyer at the sound of speed, c. This will be referred to as the acoustic
approximation. The Rankine-Hugoniot jump condition requires that

P = Douc (4)

where P is the pressure behind the shock waveDo is the initial density of a shocked material and u is the
material velocity behind the shock wave. This can be expressed in terms of the shock impedance, x, o0
the material as

P =xu (5)

where x = Doc. In this approximation, the (P,u) Hugoniot is linear with slope x. To compute the
impulse gain in a collision, an impedance-matching calculation is done first to determine the state (Pu)
which is produced at the collision interface. If it is further assumed that the materials release to zero
pressure along an isentrope identical to the Hugoniot, one can compute the final state of the flyer, (o,ur),
where ur is the rebound velocity. Using momentum conservation, one can then show that the
momentum gain, G, is

G = 2X/(I+X) (6)

where X is the ratio of target impedance to flyer impedance. This result predicts that the momentum
gain in a collision between Kapton or Mylar and aluminum should be 1.61, shown as the dashed line in
Figure 5. The agreement with the measured gains is quite good, considering the crudeness of the
assumptions.

To refine the model, one can improve the assumption of a constant shock speed. Most materials exhibit
a Hugoniot where the shock velocity, U, is a linear function of the material velocity, u.

U = Co + su, (7)
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where co and s can be measured experimentally. If one again assumes that the release isentrope is

identical to the Hugoniot, one can show that

G = 2(l-u/vf), (8)

where u is the initial velocity of the collision interface and vf is the flyer impact velocity. The predicted
impulse gain for a material with a linear (U,u) Hugoniot is shown in Figure 5 as the dotted line. The
predicted impulse is somewhat lower than for the acoustic approximation and is in good agreement with
most of the LiF data.
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There are other effects which cannot be included in these simple models, and as the velocity of impact
increases, these effects will become more important. The assumption that the release isentrope is
identical to the Hugoniot becomes invalid at higher pressures. The simple models also cannot include
the contribution of blow-off from the target surface or the vaporized flyer. The simple theories give a
reasonable estimate of the flyer rebound which is a major contributor to impulse gain for the velocity
range we have studied, but one would expect them to fail to account for an increasing fraction of impulse
gain as the impact velocity continues to increase.

llYDROCODE CALCULATIONS

Modeling Considerations

Modeling is prompted by several factors. There is a need to relate the 3-D experiments to the I -D
operational case of greatest interest. Furthermore, experimental investigation of all eventualities is
neither realistic nor affordable and therefore calculations must address many scenarios of interesL There
is also an interplay between calculations and experiments. Carefully designed experiments benchmark
code calculations and calculations provide a check on the reliability of experimental data. Calculations
are credible to the extent that they incorporate all the relevant physics. Reasonable agreement enhances
the credibility of both. The components that contribute to impulse gain are the incoming flyer
momentum, the flyer rebound momentum, and the momentum of the melted or failed material ejected
from the target. Hydrocode calculations treat all of the components and are the most powerful
calculational means of simulating and understanding the impact of a membrane on a satellite structure at
hypervelocities.

Modeling Calculations:

The JOY, Eulerian hydrodynamics code was selected because it is a well-documented code with 3-D
capability that was developed for impact modeling. The equations of state (EOS) for the materials in the
problem are an essential part of the calculation. For the 6061 aluminum targets and for LiF, a Gruneisen
EOS was chosen from the LLNL EOS library which includes models for work hardening and melting. A
Gruneisen EOS from the tabulation by Marsh 121 was used for the Kapton and Mylar flyers. EOS
parameters are listed in Table I.

TABLE I. EOS PARAMETERS

Parameter 6061 Al Kapton Mylar LiF

Density (g/cm 3  2.7 1.43 1.40 2.63
Yield Str.(GPa) 0.29 0.2 0.2 0.36
Shear Mod. (GPa) 27.6 2 2 49.0
Gamma 1.97 0.5 0.5 1.69
Gamma Vol. Coeff. 0.48 0.34
co (kin/s) 5.24 2.66 2.57 5.15
s (km/s) 1.40 1.48 1.49 1.35

Before proceeding with the 3-D calculations, which are very costly in computer time, I-D calculations
were performed to explore parameter dependence and establish zoning requirements. First, the
parameters of the Kapton EOS were varied. Changing co and s in the (U,u) Hugoniot by ±20% had
virtually no effect on the computed pulse gain. The flyer rebound momentum changes by ±10%, but this
change was canceled by a corresponding and opposite change in the momentum carried by the ejecta
from the target. Changing the initial value of the Gruneisen coefficient by 100% (from 0.5 to 1)
increases the flyer rebound momentum by about 20%, the ejecta momentum by 10%, and the impulse
gain by 4%. Thus a very weak dependence of impulse gain on the Gruneisen coefficient is observed.
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Turning to zoning requirements, one first notes that accurate modeling of the shock as it moves through
the target precludes varying the zone size along any direction in the calculation. Linear changes in thezone dimension produce spurious reflections if they are large enough to have an appreciable effect on the
computational burden. Logarithmic changes do not faithfully preserve the shock profile. The flyerthickness needs to include enough zones to provide an adequate representation of the shock produced by
the flyer impact. The normal impact of a 0.02cm thick Kapton flyer on aluminum was modeled and thenumber of zones was varied. The total momentum of the ejecta from the target as a function of zone
thickness is shown in Figure 8. It is clear that the flyer needs to be at least 3 zones thick. A spuriously
high value of ejecta momentum is obtained if the flyer is less than a zone thick. While zone dimensions
greater than the zone thickness may seem a poor choice, such calculations have been presented and
should not be taken seriously unless it can be demonstrated that the zoning is adequate to represent the
problem of interest.

The experiments modeled in 3-D used a 0.03cm thick flyer to impact a 4.4 x 4.4 x 2.5cm aluminum
target. The maximum zone dimension in the direction of the flyer thickness is 0.01cm, so approximately
400 zones were needed to cover the target and ejecta region. In the other directions, pract'cality and
computer usage considerations prompt the use of 0.1cm resolution. The symmetries of the problem
allow 1/4 of the target to be modeled by using reflecting boundaries. This implies about 24 zones in
each of the other two directions, since there are boundary zones assigned by the code. A 3-D calculationinvolves -200k zones, which takes 300 minutes of Cray YMP/8-128 time to run the problem to 5
microseconds after impact.

Failure of the target material is modeled to occur when one of the following conditions is met: When the
tension is greater than 0.68 GPa, the density is less than 10% of the initial density, or the effective plasticstrain exceeds a critical value, epscrit. The first condition is the well-known spall strength of 6061-T6
aluminum. The density condition is the one used in the equation-of-state (EOS). Changing the density
condition by 50% has a negligible effect on the results. The value chosen for epserit has negligible
effect on the calculated impulse gain, but does influence the calculated ejecta mass.



4( R I h

Comparison of 3-D Calculational Results With Data:

A full 3-D calculation was run of a 0.030cm thick, 1.6cm square Kapton flyer impacting a 4.4 x 4.4 x
2.5cm aluminum target at 10 km/s. The experimentally measured quantities were target momentum after
it moves as a rigid body and mass loss from the target. In addition, the shape of the crater left by the
flyer impact was measured. In the calculation, the flyer breaks up after impact, but rebounds with a
momentum about 0.3 of the incident momentum. Mass ejection causes the target momentum to increase,
reaching a steady value of about 3 microseconds after impact, as shown in Figure 9. At 3 microseconds
the calculated impulse gain is 2.7. It is difficult to calculate target mass loss, because much of the failed
material is surrounded by non-failed material, corresponding to the cracks and voids observed in
sectioned, recovered targets. In the calculations and the experiments, the crater depth did not exceed
0.5cm. Taking epscrit = 0.3, the mass of aluminum which failed in the first 0.5cm of the target was
about 15 times the flyer mass.

Early experiments gave large values of impulse gain, but after adjustments to mitigate magnetic effects,
the experimental values for the conditions modeled were in the range 2.5-3. Experimental mass loss was
13 times the flyer mass. The level of agreement between calculations and the data is heartening.

A'

V -

- 'I

Time ( sec

Figure 9. Target momentum as a function of time in the direction of the
incident momentum.

The last comparison between the 3-D calculations and data is the impact crater profile. In JOY there is
an easy way to determine the boundary between failed and unfailed material, since the effective plastic
strain is set to zero after the material fails. Figure 10 is a phiotograph of the target sectioned through its
center. The slight asymmetry of the measured crater is removed by averaging the profile about the plane
of symmetry, allowing the comparison between the calculated and measured profiles shown in Figure
11. The calculated crated is deeper near the edge of the flyer impact boundary, which is no, obvious in
the measured profile shown in Figure 16, but the agreement is generally quite good.
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Comparison of 3-D and I-D Calculations:

Now that the calculations have been shown to be in good agreement with the data, they can be used to
relate the 3-D experimental situation to the I-D case of interest. The comparison is straight-forward, but
some care needs to be taken since the spali-suppression holes cannot be modeled in I-D. For a 2.5cm
thick target, the shock has not reached the rear at 3 microseconds, so spall is not an issue, and I-D and 3-
D calculations give the same flyer rebound momentum (0.3). The target ejecta momentum is much
lower for the I-D case and the calculated impulse gain is -1.6, compared to -2.7 for the 3-D calculation.
This is an interesting result which suggests that there is a significant edge effect in the 3-D calculations.
An edge effect is obvious in the flyer impact craters, and the -2.7 impulse gain agrees quite well with the
measured gains in the ballistic experiments at 10 km/s.

TV

Figure .3. Central section through a recovered aluminum target.
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Figure 11. Comparison of measured and calculated crater profiles for central
section through the target.



Pressure Profile Calculations:

The difference between the 1-D and 3-D results can be better understood if we compare the I-D
calculations with I-D experiments using the LiF technique, discussed above. Impulse gains measured
with the 1-D technique are in excellent agreement with the I-D calculaUonal results (see Figure 6). The
JOY code was used to calculate pressure , -ofiles at the aluminum/LiF interface in the LiF-technique
experiments. Very fine zoning was needed to capture the peak of the profile. A zone thickness of 10
microns was used. Propagation of shocks in hydrocodee requires the use of artificial viscosity. The JOY
default values were used: no linear term and a coefficient of 2 for the quadratic term. Experimental and
calculated pressure profiles at a depth of 1mm in aluminum impacted by a 0.2mm thick Mylar flyer are
shown in Figure 12 for a flyer velocity of 9 km/s.

Comparison of Calculated and Measured Pressure Profiles:

The integrals of the pressure profiles, which represent the target impulse, were also computed. The data
shown in Figure 12 represents the best agreement between calculated and experimental results. For all
of the shots, the measured impulses were within 18% of the calculated values, while the differences in
peak pressure were somewhat larger. Table II lists peak pressures, impulses and impulse gains.

Solid line.-,: calculation

Dashed lines: measurement
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Figure 12. Pressure-time profile and impulse tintegral {of presure-tminwi al 1 mm
dlepth in aluminum noirnally impacted by a 0.2mm Mylar fhxer at t).) kmis.
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TABLE II.

Comparison of measured and calculated peak pressure, impulse and impulse gain.
Type I flyers were 0.2mm thick Mylar, Type 2 flyers were 0.3mm thick Kapton.

MEASURED CALCULATED

Type VEI. pk. Press Imp. Gain Pk. Press. Imp. Gain
(km/s) (GPa) (kTap) (GPa) (kTap)

1 5.5 23 19 1.2 41 19 1.2
1 9 67 35 1.4 68 34 1.4
1 10.4 96 48 1.7 80 41 1.4
2 6.3 39 31 1.2 53 34 1.3
2 8.5 65 47 1.3 81 48 1.3
2 10.2 79 52 1.2 108 59 1.4

There may be evidence for a systematic trend, the measured gains for the Mylar flyers are all equal to, or
higher than, the calculated ones - the reverse is true for the Kapton flyers. Differences between
calculations and measurements may be due to several factors. On the calculational side, there may be
physics processes not included in tht ;ude. On the experimental side there are uncertainties in
measurement of the sharply spiked pressure profile, flyer velocity, and deviations from flatness in the
impact. Calculations show that if there is a significant bulge in the flyer at impact near the measurement
point (laser spot), significant deviation in peak pressure and impulse may be measured, relative to a flat
impact. This, along with velocity calibration errors, are the most significant sources of experimental
error, as reflected by differences between calculated and measured values in Table II.

CONCLUSIONS

At impact velocities up to 10 km/s, impulse gain for Mylar and Kapton flyers is consistent with
predictions of simple theories for the rebound of the flyer and with hydrocode calculations. The rise in
impulse gain at 10 km/s we observed using the ballistic technique is probably due to edge effects in the
3-D interaction between the flyer and target. Targets recovery showed that a 0.2mm Mylar flyer moving
at 1C km/s causes almost total failure of a 3mm thick aluminum target. The impact melts the aluminum
to a depth of Imm or greater, produces spall from the back, and the remaining material fails at the edges
of the impact region.
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ABSTRACT

We propose a concept in order to produce very fast metallic jets (which speed could exceed 20 km/s). It uses the detonation wave or
all explosive cylinder to initiate a high compression on the rear face of a metallic target ; the jet is created on the front surface, in a
cN linlrical cavity. Many experiments were performed, in which we tested different metals and various geometries of cavity.
Nurrierical calculations with PLEXUS (finite element 2D or 3D code) and CEL (finite difference 2D code) were used to understand the
phenomcnology of the creation and propagation of these jets ; the correlation with the experimental results (about the shape of the

Jets and their speed) is good.

l he experimental device described in this paper wa ,patented (patent n 90 11684 - 09/2611990)

INTRODUCTION

In a classical shaped charge with a metallic liner, the velocity of the jet cannot exceed a limit (Defoumeau, 1970, Walter and Zukas.
1089) which is proportional to the sound speed of the liner material. For instance, the maximum velocity of an aluminum jet is
about 13 km/s ; for a copper jet, it is 10 km/s. Therefore, an improvement of these performances requires other charges concepts.

In this study, we propose a device to generate very fast jets, which velocity could sometimes exceed 20 km/s. The principle of
operations, previously mentioned by Asay et al. (1976) consists in transmitting a shock wave to a metallic target in which a
cylindrical cavity is bored, so that we combine two effects : the increase of velocity in the material at the bottom of die cavity and
the implosion of this cavity.

In a first section, we describe the experimental facility and the main results obtained with it ; afterwards, we present a numerical
studiy, which purposes are a correlation with the experiments, the understanding of the mechanisms of jet creation and tie
Olptmi eation of these jets.

EXPERIMENTS

7 he experimental device

The experimental device we use to generate fast jets (fig. 1) is composed of an explosive cylinder (diameter 120 ram, height 150
mun), %% here a plane detonation wave is initiated. In a first configuration (fig. I -a), this wave transmits a shock to a thin copper plmte.
lhich is projected upon a metallic target (thickness e) with a cylindrical cavity characterized bly its diameter D, its depth h and the

radius of curvature at the bottom r (equal to D/2 for an hemispherical bottoin). The jet is obtained when the compression wave due to
impact reaclies the bottom of the cavity. Another experimental configuration (fig. I-b) consists in using directly the detonation of die
explosive cylinder to produce a shock wave in the target.

I he jets are vizualised by using high speed cinematography, with argon flashes put close to the jet. Dimensional markers are located
on the front side of the flashes, in order to measure tile jet velocity.

1-"xperi'm~entlt resul;tst'

Aboiut 30 sdiths were performed with different target materials (copper, aluninum alloy 2024, uranium alloy) and various casity
geiiiuitries (diameter 1) between 10 and hI0 mm. depth h between 3 and 90 mm, radius of curvature r between D)2 and -0).

I lie lets were very fast, and velocity increased as r decreased. For instance in an aluminum target with an hemispherical bottom (D 20
nin. h 2(0 mm. r 10 min), time maximum speedI of the jet was 9.7 km/s ; with a "flat" bottom (D 21) mm, h 20 mm. r I mm), it was
21.5 kin/s (figure 2). With a copper target. similar effects were obtained, although the jet velocities were smaller : in a cavity 1) 31
mtrn, h 1•( mm, we measured 5.1 km/ls with an hemispherical bottom, and 15.5 km/s with r = 3 rm.
lFiurtherimore, we noticed a large difference in tile shape of these jets. according to the geometry of the cavily (fig. 21. The jets created

u( tlics with hemispherical bottom (fig. 2-a) were relatively thick and generally lopped by a protuberance (more visirle ith 20124
Al is). On the contrary, with 'flat bottom cavities' (fig. 2-li and 2-c). we observei three different zones in the jets : a thick and
relmtiely 0low backward part, very similar to the jLet obtained in hemispherical otllom cavities, a larger protuberance in the middle
and, betforc it. a lthin dart. whith make tip the high ,eiled part of the jet.
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Figure 2 - Visualization of the iets (2024A1 targets)
zero time = the instant where the jet spouts out the cavity)
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The coherence of these jets seems to be quite good, since they are able to induce significant damages at long distances. For instance,
an aluminum jet (cavity D 20 mm, h 20 mm, r 5 mm) can perforate 80 mm of steel at a distance of 400 mm ; a copper jet (cavity D
50 mm, h 40 mm, r 20 mm) go through 400 mm of high strength steel at 500 mm.

NUMERICAL CORRELATIONS

Numerical codes

A correct simulation of these experimental results requires numerical codes with appropriate equations of state and dynamic behaviour
laws: a purely hydrodynamic model seems correct to describe the actual jet (where temperature is sufficiently high to obtain melting
and, sometimes, partly vaporization), but not the periphery of the cavity, which is mostly solid, and where elastoplasticity must be
taken into account.

Two codes were used in this study: PLEXUS and CEL (Leyrat et at., 1991).

PLEXUS is a finite element 2D or 3D code, with an explicit time-algorithm. Consequently, it is appropriate for solving mechanical
problems at high strain rate, and with large deformations. In this code, we can use the Wilkins equation of state, a 2-phases EOS
with a Mic-Gruncisen formulation in compression, and a Puff one in tension

p>po:P=Ki+Dp 2 +S St 3 + FpE (I)

p<po: P= p[H+(r-H)MvJ]E-EJ1-exp .K (2)

P is the hydrostatic pressure, p the density, E the energy per unit mass ; p. and r characterize the "compression" of the material (r1
p/p0' .. t = i1 - I). r is the Gruneisen ratio, K the bulk modulus, D and S are the quadratic and cubic coefficients of the polynomial
development of P ; Es is the vaporization enthalpy ; H = y - I, with y: polytropic coefficient of gas.

Various behaviour laws are available in PLEXUS. For metals, we use the classical SCG model developed by Steinberg et al.
(1980), which takes into account the variation of the shear modulus G and of the flow stress Y with temperature, hydrostatic pressure
and equivalent plastic strain cp :

G =G qR-ý )+Go [G 4T -300) + 1 (3)

Y = (P I + OFEprtýYo(l + GPTE(T - 300)) + YpF{1/3 (4)

with: (131 + Pep) •-Ymax (5)

This model is available until the "actual" melting temperature Tfm defined with a Lindemann law:

Trm = Tmfl2(yoa'l/3)eX p2a(l-I 1] (6)

Tm is the melting temperature for p = P0 ; at higher temperatures, calculations are performed in hydrodynamic conditions. The II
parameters of the SCG model were determined from high strain rate experiments, especially Taylor tests (Steinberg et al., 1980,
Gust, 1982).

The finite differences 2D code CEL has a mixed Eulerian and Lagrangian scheme. Different EOS can be used for jet simulations : the
Wilkins equation above mentioned, multiphasis EOS or Sesame EOS. Moreover, it is possible to use the SCG model, with the
same formulation as in PLEXUS.

The results obtained with these 2 codes are very similar. For instance, with a 2024 Al target D 20 mm. h 20 mm. r I mm, the
maximum jet velocity is 21 km/s if calculated with PLEXUS, and 23 km/s with CEL (with Eulerian or Lagrangian mesh). For a
copper target D 30 mm, h 30 mm, r 3 mm, we found 13 km/s with PLEXUS and 13.5 km/s with CEL.

Correlation with experimental data

The drawings of the distorted meshes at different times (figure 3 and 4) correlate well to the photographs of fig. 2, and especially the
difference upon the shape of jets created in cavities with hemis-pherical or flat bottom.

Table I summarizes the comparison between experiments and calculations upon the maximum jet speed - the correlation seems quite
good. I lowever, the numerical values slightly underestimate the experimental velocities for copper targets, and overestimate them for
2024 Al. In point of fact, the most important discrepancies (10 to 20%) are always observed for experimental configuration as
describeid in fig. I-b : in this case, the initial condition in target (a pressure versus time transmitted at the rear surface) is not so well
known as for fig. I -a configuration (where the velocity of the flying plate can be accurately mesured).

I herefore, we might consider that the numerical simulations correctly describe the experimental results, and we tried to specify the
mechanism of the jet creation through a phenomenological study presented as follows.

•00=111111
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Table I. Correlation between experiments and calculations
(calculations were performed with CEL * or PLEXUS *)

Targetmatl e(mm) D(mm) h (mm) r(mm) Vexp(km/s) Vcalc(km/s)

2024 Al 30 20 20 1 21.5 23*, 21"*
30 20 20 5 20 20., 18"*
30 20 20 10 9.7 11.6*

37.5 30 30 15 9.3 11.6*

Copper 30 20 20 1 19 15.5*

30 20 20 5 14.5 12"*
40 30 30 3 15.5 13.5",13"

40 30 30 15 5.3 5'

PIIENOMENOLOGICAL STUDY

We studied with CEL the jet creation in 2024AI targets (e 33 mm, D 20 mm, h 20mm, r 10 or I mm); the initial condition is here a
calibrated pressure curve P(t) on the rear surface of the target (maximum pressure : 423 kilobars). We visualized the phenomenon
with isobar drawings until 5 Its (fig. 5) and velocities curves vs time for different points of the cavity (fig. 6). It is not possible to
simulate the whole extension of the jets (because of mesh distortions in Lagrangian simulations, and of too long computation times
in Eulerian ones). So, we limited the jet propagation study at 20 Its.

Cavity with hemispherical bottom (r = 10 mrm)

The plane shock wave due to the detonation of explosive go through the plate at the sound velocity of aluminum (= 5 to 6 km/s)
the pressure intensity is about 500 kilobars. At 1.7 pts, the shock wave reaches the bottom of the cavity on the axis, which begins to
move forward (velocity = 4 km/s). A release goes back to the rear surface, and diminishes the pressure.

Near the axis, the shock wave has still not reached the free surface of the cavity ; this zone is in compression, and tends to release in
the direction of the axis, where pressure is lower. A shaped charge effect is produced, with two consequences:

- the velocities of the points out of the axis have a centripetal component ;
- thus, there is an accumulation of matter on the axis, which tends to reduce the intensity of the release and to increase the jet
velocity.

The phenomenon expands step by step ; as soon as the points of the free surface are reached by the shock wave, they are ejected
forward and toward the axis. At 2 ps, the hemispherical part of the cavity is entirely in motion, and, at 4 ps, the whole plate is
reached by the initial shock.

Therefore, the jet velocity (very homegeneous) uniformly increases until 5 .ts ; its maximum is then 9 to 10 km/s. The jet is dense
(p = 3 g1cm 3 in the front part, 3.5 g1cm 3 in the rear part) and partly liquid.

At 5 ps, this "implosion" is over. The velocities in jet have no more centripetal component ; we even observe a centrifugal
movement at the periphery and in the front part of the jet, due to the rebound of the matter upon the jet axis, which is denser ; this
explains the protuberance visualized both in experiments and calculations.

After 5 pts, the jet is progressively extending. Its velocity and diameter remain constant (vmax = 10 km/s, (b = 8 mm in the thinner
part), while the protuberance becomes larger (0 = 10 mm at 9 gts, 0 = 24 mm at 20 l•s). The jet, which homogeneity diminishes, is
schematically composed of two parts (fig. 7):

- a central liquid core, very coherent and at nearly nominal density (p - 2.5 g/cm3) : its diameter is about 3 mm. and it is
composed of matter initially near the axis of the plate ;
- a peripheral sheath, very heterogeneous, which density progressively decreases from the jet base (where it is of the same order
as on the axis) to the protuberance ( = 0.5 g/cm 3 at 20 ps).

Ca vity with flat bottom (r = I mm)

As for previous configuration, the shock wave reaches the bottom of the cavity at 1.7 ps, but here, the whole "flat" part of the cavity
mnoves forward, and the reflected release is almost one-dimensional, except near the "curved" zone, where the shaped charge effect
appears. In this zone, we observe roughly the same phenomena as for an hemispherical bottom : first, a rapid increase of velocity (4
krn/s), then a progressive acceleration. Ilowever. the concentration of matter is obtained on a circular crown, so that a "torns" jet is
induced (p ý 2.2 g/cm3 , longitudinal velocity = 6 km/s).

Near the axis, since the release is not immediately disturbed by the shaped charge effect, the pressure decays to zero, and the velocity
remains unchanged (4 km/s). Afterwards, the ,.cntripe'tal compiession wave (initiated at the periphery of the cavity, and due to the
release of the side zone of the plate) is focused at 3.6 ps ; the pressure and the density increase then rapidly and highly (P > 400 kbar.
p > 4 g/cm 3 ), and an axial jet appears (velocity ý 8 km/s).

Meanwhile, the torus jet tends to converge on the axis, because of the centripetal component of velocity. At 4.6 ps, its implosion is
sufficient to confine the axial jet, later but faster : the convergence of these two jets gives rise to an hyperfast jet, composed of the
front part of the axial jet, and the 'iner part of the torus jet. The velocity increases highly (21 km/s), and the maximum temperature
(> 30(X) 'C) is sufficient to partly vaporized the jet.
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The external part of the torus jet rebounds upon the dense layers of the axis, and creates a large protuberance, while the back part of
the axial jet (which is behind tie focused zone) is not so much accelerated ; this explains the three part-shape of the jet ("slow" jet -
protuberance - hyperfast jet) observed in experiments.

I lie propagation of these three zones is very different (Fig. 7):
- the slow jet is very similar to those obtained with "hemispherical bottom cavities", although the central core and the
peripheral sheath are here separated by a thin very hot zone, which appears when the axial and torus jets converge. The core is
rather dense, and its very homogeneous speed tends to increase slightly (8 km/s at 9 ps. I I km/s at 20 lIs) : this is due partly
to the good confining by the peripheral zone, and to an"entrinment" of the hyperfast jet.
- the protuberance expands more rapidly than in hemispherical bottom configurations, because of the release of the hottest zone
(N) = 15 mm at 9 Its, 0 = 80 mm at 20 Its).
- the hyperfast jet is composed of a central thin dart ((D = I mm), liquid and relatively dense (p = 2 g/cm

3
), and of a gaseous

very hot zone (T > 30(X) 'C, p < 0.1 g/cm
3

) which diameter increases (4 = 10 mm at 9 Its. d > (0) mm at 20 lIs) ; because
of its low (tensity, this "cloud" cannot be observed in experiments. The velocities in the dart become more and more
homogeneous : the maximum speed at the tip decreases (21 km/s at 5 Its, 16 km/s at 20 pa : this decrease is probably
overcvaluated with a Lagrangian mesh), while a slight acceleration is visible near the protuberance (10 km/s at 5 Its, 12 km/s
at 20 Its).

The main point,; of comparison between the two types of jets are summarized on tables 2 (jet creation) and 3 (jet composition).

Table 2. Jet creation - comparison between cavities with hemispherical or flat bottom

Hemispherical bottom Flat bottom
D20mm, h20mmr 10rum D20mm, h20mmr I mm

Jet creation 1) Initial velocity due to shock wave 1) Initial velocity due to shock wave
on the axis on the "flat" part :
t = 1.7 pt --> v = 4 km/s t = 1.7 Its -) v = 4 km/s

2) Progressive increase of velocity at periphery: 2) Shaped charge effect in the "curved" zone:
-* shaped charge effect, -4 torus jet v = 6 km/s ;
-- concentration of matter on the axis; -- centripetal compression wave focused
-Progressive increase of v : on the axis at 3.6 Its :

t = 1.7 to 5 Its - v =9 km/s - axial jet v = 8 km/s;
3) Convergence of the 2 jets:

t = 4.3 Ips -- v = 21 km/s

Velocity 9 to 10 km/s 21 km/s (hyperfast jet)
atcr 5 Its very homogeneous 10 km/s ("slow" jet)

Density at 5 ts 2.8 to 3.5 g/cm
3  0.8 to 3.5 gecm

3

Temp. at 5 Its 200 to 13MX) 'C 400 to > 3000 'C

Table 3. Jet composition - comparison between cavities with hemispherical or flat bottom

Hemispherical bottom Flat bottom
D20mm, h20mmr10mm D20mm. h20mmr I mm

Back part 1) Constant velocity at all points I) Constant velocity at all points
and vs time slightly increasing vs time
v = 9 to 10 km/s v = 8 km/s at 9 ps, II km/s at 20 Its

2) Constant ( = 8 mm 2) 0 diminishes vs time :
S= 8 mm at 9 Its, 7 mm at 20 Its

3) Central liquid core : 4) 3 min p 2.5 g/cm3 3) Same composition as opposite
+ Itlterogcneous peripheral zone + very hot layer between core and periphery

Protntlrance I) Constant velocity I) Roughly constant velocity
v=9 km/s v = 10km/s

2) (D increases vs time : 2) 4) highly increases vs time
(1 = 10 mm at 9 lts, 24 mmn at 20 ps ( = 15 tm at 9 Its, 80 mm at 20 ps

3) Very heterogeneous zone 3) Very heterogeneous zone

Ilyperfast part non-existent 1) more ant more homogeneous
of the jet velocities Vmax - 21 km/s

vlim - 15 km/s

2) Central liquid dart D 1 mm p 2.5 gecm
3

+ Gaseous peripheral zone p < 0. I g/cm3

0 rapidly increases :
10 mm at 9 Its. > 60 mm at 20 Its
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OPtTIMIZATION OF JEI- PERFORMIANCES

Evaluation of jet penetration

The performance of a given jet can be defined as its penetration ability in a thick plate, i.e. with two parameters : the penetration
depth X and the crater volume il. Various models were built up to evaluate the influence of the characteristics of an homo-
geneous, cylindrical 6c of uniform velocity. Te simplest one is a purely hydrodynamic model (Birkhoff. 1948). Other authors
(Szendrei, 1983) took into account various effects (elastoplasticity in the plate, crushing of the jet upon the plate...). The main result
of all these models is

- a variation of.f as .( = L "-, where L and p are the length and density of the jet;

- a variation of il as the kinetic energy in the jet Ec = 0,5 V p v
2 

(V : jet volume, v jet velocity).

In the case of the "real" jets obtained in our experiments, let us neglect the effect of the peripheral heterogeneous zones : thait
amounts to saying that the performances of these jets are due to their "axial" part only (liquid core with hemispherical bottom
cavities, core + hyperfast dart with flat bottom cavities). Then, the above conclusions are still valid, and we may estimate tile
penetration power for the two types of jets with parameters Q and Ec.

Since it is not possible to simulate numerically the total extension of the jets, we cannot estimate directly Q and Ec when the jets
are completely shaped. Nevertheless, the results obtained at 20 ps (table 4) are sufficient to compare the jets canacities.

Table 4. Energetic balance in 2024 Al jets at 20 Its
(* we neglect the mass of the gaseous part of the jet)

Hemispherical bottom cavity Flat bottom cavity
D2)mm, h20mm D20mm, h20mm, r I mm

Jet length (cm) 9.2 18.0 (dan : 10.2)
Jet velocity (km/ls) 10.0 dart : 16.0, come : 12.0
Jet mass (g) 2.8 (core : 0.6) 2.5* (dart : 0.15, core : 0.6)

( (gl/
2

cm 1/2) core :14.5 dart : 14.4, core :12.3
Kinetic energy (kJ) core : 30.0 dart: 20.0, core : 43.0

We observe that Q and Ec at 20 pts are about two times higher for jets created in flat bottom cavities than for "classical" jets
obtained in "equivalent" hemispherical bottom cavities (with identical thickness e, diameter D and depth h).
Furthermore, if we admit :

- that the jet remains coherent even for important elongations
- that the velocity distribution does not significantly vary during the jet elongation (this assumption is valid for hemispherical
bottom cavities, rougher for flat bottom cavities) ;
- that the mass ratio between the different parts of the jet is constant;
- that the volume of plate material ejected in the jet is limited, as for shaped charges, by the cavity volume (here - 6 cm

3
)

we can estimate a "theoretical" maximum kinetic energy in a 2024 Al jet with a cavity D 20 mm h 20 mm:n 2M() U with an
hemispherical bottom, 370 U with a flat bottom, which points out the great advantage of these hyperfast jets.

Fron thmese results, we shall now numerically evaluate the influence upon the jet performance of the initial shock, the geometry of
the cavity, and the jet material.

Influence of the initial shock

The initial conditions - a pressure curve P(t) - can be schematically described by a pressure peak Pmax and a "characteristic duration",
for instance the time T during which P > 0.5 Pmax.

Pmax has a strong influence upon the jet velocity. However, an important difference exists between the jets created in cavities with
hemispherical and flat bottom, as shown on fig. 8 for 2024AI jets :

- for hemipherical bottom cavities, as for shaped charges, the maximum jet speed tends towards a limit of - 12 km/s : this
limit is obtained for a pressure peak of 500 kilobars ;
- on the contrary, for flat bottom cavities, there is no saturation effect for th, hyperfast dart velocity (we only notice a more
important decrease vs time of the velocity for very high initial compressions). Thus, in this case, it is theoretically possible to
improve without limit the performance of the jet by increasing Pmax, i.e. the capacity of the explosive launcher.

As for the parameter t, it has an influence upon the ejected mass. but only if it is significantly smaller than the tirme necessary for
t(ie shock wave to go through the target thickness : in that case, the release reflected at the bottom of the cavity will induce tensions.
which will disturb the jet creation. For higher values of T, its influence is negligible.

Influence of the geometry ofithe cavity

Ithe influence upon the jet velocity v of diameter 1), depth h and radius of curvature r of the cavity are summarized on fig. 9.

Diameter D : all other parame:ers being unchanged, when 1) increases. the duration of the torus jet implosion increases ; thus. the
mass of this part (if the jet is higher, and will better confine the axial jet. Consequently, the jet velocity v, and also the jet mass,
grow with 1). I lowever, a large increase of I) implies an increase of all target dimensions, especially its diameter, in order to avoid a
possible disturbance of the jet implosion by the lateral releases.
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Ai p('i 11 :tile ca-ICI Ila I IoIt show 0tlatI lte psoi I lo~taled at IticI. cIrkiiiii(rciice of Ithe cavity %;ill integraite Itle sloissr pa~rIo uth 1wI't,
iln'l sill tnilie periphecral sheath iliherefore, aI variation (if It will only slightly Modify the (tirt velocity, except for "not %cry (feel)"
tavities, i.e. Mis nj h r' 1).

IRcoiý of, nii, iwe r f or given values of 1) and Ii, if r dimiiinisfies, the centripetal ~ompression wave has a steeper lront (for r 0 ti
1,i: atI ' altile focal i/atioti, tile i nk rease of pressure andi, consequently, the axial jet speed, will be h ighier. OIn Jic other hand, (the

suii lae of [lie flat area at the bottoum(iof the cavity increases,, andi the implosioun of the torus jet will he longer thus, tile axial jet w Ill
be fasicr and beiter con finedl, and thie htyperfast dfart velicity will therefore increase.

Al N1 thee results are proved by, the experniments. H ence, with) given launcher andi arget material, we can define an "optimial" geoniietr\%
of thle Cavity.

1 ) as large as possible, the problem oif the lateral releases being taken into account

-r as sinal I as p)055ible,

Int7iui'uic ofthei jet ,naiteri'i

We' pire~sent rtie influience of thle mnaterial oif tfile jet upon its veliicity on fig.- 10, for cavities with htemispherical or flat bottomn. Five
nmate rialts \%ere teste(I with equtivalent initial condi tion,;: copper. beryllimum, molybdenum. alumniutiim alloy 2024 amid iran iuni allby
I;Nfb6. We tibserve. for the two types of cavities, that the jet speed is roughly proportional to the sound velocity C~ of tlie ma~terial

ev\atimateuf \\itit hydrodynanmic assiinmption :C -[K/pllI
2 ). This will help us to determine 'optima" jet niaterials.

\\e first exatitnte a clas;sical jet created in an henmispherical bottom cavity. Since the jet speed v is nearly constant versus tinte, its
length 1, is ellial to vt therefore, at a givenlttiale t. il varies as v pt12. or (because of the linear variation oif v w ith C), ats the sqicare
roo t of the bulk mtodul tus K. 'llue pettetratioin tdeptht will consequently lie optimized by choosing a very inconmpressibl Imnaterial (asN
thlussiemi or miolybdiettumt).

A\s for jets obtainted Iii fala bouittimi cavities, thle sanie cuinclusionts may be obtained both for the "slow'" core and the hyperfast daut.
although lure there is a sl ighit variation o f v versirs timie.
Ini fact. oilier paratteters must be taken into acctount to define a "good" jet material :for instance, to maintain coherence during the jet
elongttgiont requires (as frir shaped charges) a ducttile material with fine grains.

A further itmprouvement of the jet performance will be obtained:
- or thle ietcieratilin P, by e' tetufing tile dutratioin of the jet
-fur the crater volumie 0. whuich varies as Vp~v2 , by increasing the volume V of the projected material. the quantity l1 v

2

I proportiotial to K) being already optinizied.

I hIsl, reqfiires a suifficiently high "lttme paramteter" i andl a large dliameter of cavity D,. as mentionedl above.

('( NCLU)SION

I hese studiois point (itit a new' concept of jet creation, using the implosion of a cavity with a flat bottom. Since tlie jet is obtained in
three steps:

-shaped charge effect at the periphery oft the cavity, hence, c:reation of a torus jet
locali/ation of a centripetal compressioin wave, andl creation of an axial jet

-coiufinemtint oif the axial jet by thie tortis otte,
it is puissible to get faster jets than those createt] by a simple shaped charge effect.

Nloreoser. thle expierimneits prove that thle propagation of these jets is very regular (their coiherence remains goioid even for high
elongait ioni). and the calculat ions. seenis to indicate that their lienerrat;:in ability is higher than for classical jets.
Oiler esperimeitts are planned to verify these tfieoritical results and to specify the actual performiance,. of these -jets.
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TOPOGRAPHICALLY MODIFIED BUMPER CONCEPTS
FOR SPACECRAFT SHIELDING
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•CCAR, CB 431, Dep't of Aerospace Eng. Sciences, U. of Colorado, Boulder, CO 80309
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ABSTRACT

This paper introduces the concept of Topographically Mcdified Bumpers, or TMB's, for spacecraft
shielding. By milling geometric patterns onto the front face of a flat plate bumper, ribs are formed
which create multiple contact points with a projectile during impact. As the generated shock waves
travel through the projectile, they overlap causing a superposition and amplification of the shock.
Several different TMB designs are considered and results from experimental tests conducted at
low (1.5 to 3.5 ý-) and medium (6 to 8 ý-) velocities are presented. At higher velocities, a
parametric study of topography dimensions is performed to show optimizing trends. It is found
that TMB's with tall ribs, thin backing plate, and small rib separation should perform best.

INTRODUCTION

The untrackable orbital debris environment is becoming increasingly inhospitable to satellite op-
erations in low-Earth orbit. This is especially true for large spacecraft and satellites with long
missions. The Space Shuttle Discovery's collision avoidance maneuver in September, 1991, marked
the Shuttle fleet's first debris avoidance maneuver, and is a prime example of how debris is be-
ginning to disrupt mission operations. Experiments had to be temporarily shut down while the
Shuttle steered clear of a 1440 kg discarded rocket body (McKnight, 1991). Atlantis found itself
in a similar situation fewer than three months later.

Tliese encounters are isolated incidences, and generally do not end in catastrophe because of
USSPACECOM's tracking and warning capabilities. But impacts from smaller, more plentiful
objects are not uncommon, as the Long Duration Exposure Facility can attest. LDEF was struck
more than 34,000 times by meteoroids and debris during its 5.7 year flight (See et al., 1990). More
than 3,000 of these strikes resulted in craters with diameters of at least .5 mm across; the largest
measured over one half centimeter across. Looking toward future programs, it has been estimated
that Space Station Freedom will encounter tens of thousands of debris particulates larger than .1
mm and 10's to 100's bigger than 1 mm over its 30 year life (Maclay et al., 1991).

Impact damage from sub-millimeter size particles may only influence the performance of sensitive
instruments and solar panels, but debris larger than a few millimeters could pose a serious threat
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to a manned vessel or fuel tank. As a consequence of this hazard, much attention has been focused
on shielding techniques and design. Specifically, researchers have been devising innovative ways
of defeating larger projectiles with lower shielding weights.

Present shield designs are typically based on the Whipple bumper shield concept of placing a

thin aluminum bumper plate some distance in front of the spacecraft wall. The purpose of this
plate is to shock incoming projectiles sufficiently to shatter, melt, or even vaporize them, thereby
reducing the impulsive load on the spacecraft hull. Some variations on this theme have been
the use of different materials (e.g. Kevlar, ceramics, foam, mesh, and composites), inclusion of
multiple bumpers, and optimization of plate spacing and thicknesses.

This paper offers an advanced bumper design which involves modifying the bumper's front surface
topography by millingout rows of grooves from a flat plate. By creating these ribs, the effectiveness
of the bumper can be enhanced without increasing its weight. As part of an experimental test series
being conducted by Martin Marietta's Defensive Shields Demonstration (DSD) Program, these

Topographically Modified Bumpers (TMBs) are being evaluated under low (1.5 to 3.5 ý-,) and
medium (6 to 8 k,•) impact conditions. At the higher velocities more typical of orbital encounters,

the TMB is evaluated through numerical simulation using the CTH hydrocode, provided by Sandia
National Laboratory. By exploring the effects of varying rib height, width, and spacing, trends
are identified that lead to a partially optimized TMB configuration.

CURRENT SHIELDING DESIGNS

Thin Plate Theory

The easiest way to assure that a spacecraft can withstand meteoroid and debris impacts is to
increase its wall thickness. However, by doing so, the satellite's weight, and therefore its cost of

delivery, are driven up dramatically. It was first proposed by Whipple (1947) that a spacecraft
wall subjected to hypervelocity impact would be afforded more protection by a thin sheet spaced
some distance in front of the wall than by adding the same weight of material to the wall itself.

The purpose of this bumper sheet is to break up the projectile into an expanding cloud of debris,
thereby reducing the impulsive load that the hull wall would otherwise have experienced. A
complete mathematical description of how the projectile and bumper materials behave during
impact is quite complex, but a general understanding of the processes involved can be gained by
looking at two important mechanisms: spalling and heating.

At the time of impact, shock waves are initiated in both the projectile and bumper which propagate
away from their common interface. Figure la depicts this situation using a spherical projectile.

The compression waves travel through the material and reflect off the free surface at the back of
the sphere as tensile waves. If the tensile amplitude is sufficiently high to fail the material, the
rear surface will fracture, or spall (Fig. 1b). This process may continue as new free surfaces are
created and rarefaction waves are generated to satisfy stress boundary conditions. The size of
these spalled debris particles varies inversely with the magnitude of the original shock, or impact
velocity (Anderson et al., 1990). Dispersion of debris cloud particulates also depends on the shock

strength, but is a function of the shape of the shock front and the free surface geometry as well.
These two parameters are controlled primarily by the projectile's shape and orientation during
impact (Morrison, 1972; Piekutowski, 1987; Chhabildas and Hertel, 1991; Hertel et al., 1991).

Another mechanism that aids in the dispersion of the debris cloud is heating. The projectile
and bumper materials undergo a state of high compression when the shock wave arrives, and are

released from this state as it passes. This is an irreversible process which leaves behind residual
energy in the form of heat. The amount of heating increases with the shock amplitude, and for
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Fig. 1. (a) Shock waves are initiated during impact and propagate
through the projectile and plate. (b) Rear surface spall occurs if the
shock strength is sufficient.

sufficiently high impact speeds will melt or even vaporize the projectile and bumper. Melting is
beneficial because then the cloud expansion is hindered only by the surface tensions of the liquid,
and small droplets are formed which continue to spread. A solid particle, on the other hand, would
remain intact (assuming no spall). Vaporization is even more advantageous since the density of
vapor is low compared to liquid or solid material. In this case, even surface tensions disappear,
and phase separation effects help disperse the cloud (Hertel, 1992).

Experimental testing of the Whipple shield concept at the NASA Johnson Space Center Hyper-
velocity Impact Research Laboratory (HIRL) has demonstrated a substantial weight savings over
single-walled structures. For example, Christiansen (1990) reports that at 7 k, a single sheet of
aluminum must be more than five times heavier than an aluminum Whipple shield to defeat the
same threat. Researchers have been working to further improve this weight savings. The next
two sections describe successful designs that are being considered for Space Station Freedom.

Multi-Shock Shield

A Multi-Shock (MS) shield, as proposed by Cour-Palais and Crews (1990), consists of multiple
layers of an ultra-thin, flexible ceramic fabric, called Nextel. Nextel is used instead of continuous
metallic sheets because less shield debris is generated. A schematic is shown in Fig. 2a. As in the
single sheet bumper, the first sheet disperses the projectile into an expanding debris cloud while
increasing the fragments' temperatures. Subsequent layers then reshock these fragments, further
reducing their sizes and increasing their temperatures. Thus, the debris is raised to substantially
higher pressures and thermal states with the MS shield than with a single layer shield.

MS tests performed at 6.3 k- have shown amounts of melting and vaporization equivalent tokmn

that found at 10 • with a standard Whipple shield (Cour-Palais and Crews, 1990). Ongoing
experiments conducted at HIRL show that the level of protection provided by a single sheet
Whipple shield can be achieved at more than a 40% weight savings with a Multi-Shock shield
(Crews and Christiansen, 1992).



• .I2 I1) M\I \'i ,'z*r /

Nextel Mesh

Gr/Ep or Al

Kevlar/Spectra

Back Wall -- Back Wall

Multi-Shock Shield Mesh Double-Bumper Shield

(a) (b)

Fig. 2. The Multi-Shock Shield (a) and the Mesh Double-Bumper (b)
both provide significant weight savings over a single Whipple bumper.

Mesh Double-Bumper

The Mesh Double-Bumper (MDB) is another configuration that has shown more than a 40%
weight savings over a standard Whipple bumper (Crews and Christiansen, 1992). A schematic
of this shield is shown in Fig. 2b. The first layer is an aluminum wire mesh which again serves
to break up the projectile, and spread and heat its fragments (Christiansen, 1990). The second
bumper reshocks the fragments as in the MS concept. The third layer is a sheet of Spectra or
Kevlar fabric that slows the debris and stops a portion of the cloud so that the back wall can
survive the remaining load.

TOPOGRAPHICALLY MODIFIED BUMPERS

A Topographically Modified Bumper (TMB) is a single layer, ridged, continuous sheet bumper that
is capable of providing more protection than an equal weight flat plate bumper. Its effectiveness as
a shield is based on the principle of superposition of shock waves that are initiated in the projectile
at the location of each impacted rib. Figure 3a illustrates this principle using square ribbing and a
spherical projectile. The waves propagate across the sphere as before, but superposition amplifies
the pressure as the waves overlap. The result is an increase in temperature and a greater chance
of multiple spalling at the rear surface.

Another advantage of TMB's over flat plate bumpers is that, like the mesh layer of the MDB, it
can be rolled for storage and deployed as a shield augmentation layer. Unlike the mesh, however,
a TMB with ribs in only one direction can provide structural support in the direction of the ribs.

Finally, by having a continuous backing sheet, the TMB can protect subsequent shielding or
insulating layers that might be sensitive to the incidence of atomic oxygen, dust, or radiation. For
example, LDEF demonstrated that graphite epuxy, a materi.l which has demonstrated improved
MDB performance when used in place of aluminum as the second sheet, could be substantially
eroded by atomic oxygen (See et al., 1990). Thus, TMB bumpers are designed to enhance the
performance of single flat sheet bumper shields, or can be used as the first layer in a Multi-Shock
or MDB-type design to increase debris dispersion.



superposition

(a) (b)

Fig. 3. (a) The TMB designs use superposition to amplify the shock
strength. (b) The performance of square and hemispherically grooved
TMB's are compared with that of a flat plate of equal weight.

LOW VELOCITY IMPACTS

TMB's using different geometric shapes were evaluated experimentally at low velocities of several
kilometers per second as part of Martin Marietta's DSD program. The plates were milled in one
direction (from here on called a 1-D TMB) with square and hemispherical features, and their
performances were compared to that of a flat plate. Figure 3b shows the designs considered. In
each case, the projectile was a ¼1 inch tantalum sphere traveling between 1.66 and 1.71 -. The4 gec
plates were also tantalum, and had equal areal densities of 1.27 _L•, a value determined by the
.030" thickness of the flat plate tested.

The figure of merit used in evaluating these designs was the size of the largest few fragments, since
they pose the greatest threat to the protected structure. The smaller these major particles are, the
better the performance of the shield. Using a technique developed under the DSD program, the
debris clouds were scanned into a computer from X-ray photographs, and fragment cross sectional
areas were recorded. Figure 4a shows this data as a histogram of the number of debris particles
versus cross sectional area. Abscissa values represent lower limits of the bins, and numbers in
parentheses indicate average areas within that bin.

The histogram shows that the bumper with square ribs outperformed the other two. In the
largest two bins, the square design has the fewest pieces and the lowest average cross sectional
areas. In fact, the hemisphere design and the flat plate resulted in 28% and 56% more total area,
respectively, in fragments with cross sections larger than 6.452 mm2 . This result, combined with
the fact that square-ribbed plates are easier to fabricate, makes this design the most promising.

Several other TMB designs were tested in this series as well, including ones with triangular ribs,
and flat plate bumpers with circular, oblong, and slotted perforations machined into them. These
configurations were not as effective, however, and were not considered further. The square-ribbed
TMB (from here on simply called the TMB) was also compared to an equal areal density set
of wires running *n one direction (1-D wire mesh). The results were comparable, and as in the
case of the 2-D wire mesh, a cross grooved TMB (2-D TMB) like that shown in Fig. 4b yielded
improved results over an equal weight 1-D TMB.
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Fig. 4. (a) The square ribbed TMB is the most effective at reducing
the size and number of the largest fragments. (b) Milling grooves in
two directions increases the efficiency of the TMB.

MID-RANGE VELOCITY IMPACTS

Only a few shots have been performed on TMB's thus far at velocities higher than several kilo-
meters per second. Two shots were performed by JSC/IIRL with a I-D aluminum TMB in place
of the wire mesh in a full Mesh Double-Bumper shield. The projectile was a • inch aluminum
sphere which impacted at 6.2A--. The original mesh's .051- areal density was maintained for
the TMB, although the height and width of the ribs differed for the two tests. The rib frequency
was set to three ribs per projectile diameter for both shots.

The post-shot inspection revealed back plate penetrations in both TMB shots, v hile the original
wire mesh MDB survived the impact. This difference is thought to be at least in part due to
the fact that the TMB had not yet been optimized, and that it was only milled in one direction.
Additional tests currently are being planned to help identify optimizing trends and evaluate the
effectiveness of a cross-grooved TMB in this configuration. The 1-D TMB and 1-D wire mesh
were compared again in shots made at these mid-range velocities, and, as at the lower velocities,
were found to behave similarly. A significant advantage to the 1-D TMB determined by the tests
was that it sustaiaed much less damage (e.g. smaller hole size) than its wire mesh counterpart,
thereby better maintaining its protective capability for subsequent debris encounters.

HIGH VELOCITY IMPACTS

Experimental testing at velocities more typical of orbital encounters was not possible, so numerical
simulation with the CTH hydrocode is relied on for a high velocity study. Because of computer
limitations, only single plate simulations could be run, and the evaluation of shield performances is
based on debris cloud characteristics behind the bumper. Using CTH, the effect of varying the rib
he'ght (H), width (D), and spacing (L), as well as the backing plate thickness (T), is investigated.
In all cases, the threat is taken to be a 6.35 mm (I in) diameter (d) aluminum sphere traveling
at 10 A._ All shields are assumed to be aluminum, and the point of impact is centered between
two ribs in each simulation. The baseline flat plate used for performance comparison is 1.27 mm
(.050 in) thick, zý all bumpers have an areal density of .34gc,,,,.
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Fig. 5. (a) Rib height, width, spacing, and backing thickness are
defined for the nominal configuration. (b) The effect of varying H

,and -, are investigated for optimization.

Figure 5a defines the various dimensions mentioned above, and gives their values for the nominal
TMB configuration. Also given are the initial values of the three variables being considered for
the parametric study: H, and f Each ratio is varied twice, once higher and once lower than
the nominal value, while holding the uninvolved dimensions constant. (Unfortunately, the ratios
are coupled, so changing one changes another.) Thus, eight CTH runs are needed for the study.
Runs one and two are the fiat plate and nominal TMB, respectively, and dimensions for runs three
through eight are given in Table 1. Figure 5b qualitatively shows how the parameter variations
affect the TMB.

Table 1: Parameter Variation Matrix For CTH Runs

Run H H d H D L T

1 N/A N/A N/A 0 0 0 1.27
2 3.0 2.4 5.0 1.52 0.63 1.27 0.51
3 1.0 1.3 5.0 0.85 0.63 1.27 0.85
4 5.0 2.9 5.0 1.81 0.63 1.27 0.36
5 1.9 1.0 5.0 0.98 0.98 1.27 0.51
6 4.2 4.8 5.0 2.15 0.45 1.27 0.51
7 3.0 1.4 3.0 1.52 1.06 2.12 0.51
8 3.0 3.4 7.0 1.52 0.45 0.91 0.51

All of the simulations are run in the two dimensional, axis-symmetric formulation. The authors
are aware that slight elongation and other minor non-physical irregularities can occur along the
symmetry axis using this formulation because of the imposition of artificial boundary conditions,
but no serious problems are encountered in this study.

The flat plate simulation at three microseconds after impact is pictured in Fig. 6. The shape
of the debris cloud is not surprising, and a spall on the verge of detaching from the back of the
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Fig. 6. A CTH simulation of a sphere striking a flat plate at 10k',
shows the typical debris cloud shape three microseconds after impact.
Temperature is indicated on the right, and density is on the left.

projectile is evident. Note also that the debris velocity remains virtually unchanged. Temperature
is plotted on the right half of the image. On the legend, note aluminum's melting and boiling
temperatures of 933.5 deg Kelvin and 2, 740 deg Kelvin, respectively. By three microseconds, the
primary shock has passed through the material and the temperature of the cloud has become
reasonably stable (Hertel, 1992). The image shows that the entire cloud is liquid, and no vapor
is apparent. The material density is shown on the left half of the image with dot shading.

The nominal TMB simulation at the same time after impact appears in Fig. 7. Several observa-
tions can be made from this image. Firstly, the superposition of shock waves from multiple impact
points has amplified the shock's net magnitude. This is evidenced by the multiple spalling at the
back of the projectile and the increase in temperature compared to Fig. 6. The vapor appearing
on the centerline, however, is most likely a manifestation of the artificial boundary conditions
mentioned earlier. Secondly, the spalled fragments are comparatively dense and have not melted,
suggesting that at least a portion of the residual internal energy usually seen as heat has gone
into the fracturing process. Thirdly, the debris spread angle has been increased slightly, helping
to reduce the impulse on downstream objects. Lastly, the volume of the cloud is larger, indicating
a lower average cloud density. Moreover, the spalled particles are small and have been slowed to
about half of their initial velocity by the spalling process, making them a much lesser threat to
the remaining structure.

Similar analyses were performed on each of the remaining six runs, and the following conclusions
were drawn. First, a high H (Run 4) appears to provide better protection than a low E (Run 3).T T (u )
This result makes sense since in the limit as this ratio approaches zero, one arrives back at the
fiat plate. Second, tall, skinny ribs (Run 6) seem to outperform short, fat ribs (Run 5). This is
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Fig. 7. At three microseconds, a CTH simulation of a sphere striking
the nominal TMB at Mk- shows multiple spalling and increased
temperatures due to the superposition of shock waves. Temperature
is indicated on the right, and density is on the left.

also not surprising, for the same reason. Last, fewer ribs per projectile diameter (Run 7) appear
better than more (Run 8). This is a little less obvious, but again can be explained by considering
limiting cases. As the rib width approaches the projectile diameter, the impacting object sees
a plate of thickness H + T (assuming it is unlucky enough to have hit the rib!). At the other
extreme, as rib width approaches zero, the projectile sees a plate with two different densities. The
backing plate remains at the original density but only has thickness T. The ribs, on the other
hand, are nothing more than tightly spaced filaments which are seen by the projectile as a solid,
but less dense layer of thickness H. Hence, the shock is reduced in this latter case, as are debris
spread and temperature.

The most effective of the eight runs is Run 7. The image of its debris cloud is given in Fig. 8.
Of primary interest and importance is the debris spread. At three microseconds, the cloud from
Run 7 is nearly 50% wider than the cloud from Run 1, and almost 28% wider than the cloud from
Run 2. Additionally, there is more spalled material, and more debris mass at higher temperatures
(not obvious from the images).

It should be noted that these evaluations are based on single plate simulations, and are subject to
some interpretation. For example, some evidence of debris chanelling between the ribs exists, and
this may temper or even override the advantages outlined above. To verify that the conclusions
drawn here are accurate, simulations should be run with a witness plate so the actual damage
to a secondary structure could be directly observed. Unfortunately, these runs are quite CPU
intensive, and only a limited number can be made. Runs 1 and 2 were rerun as two-plate problems
by inserting a 5 mm witness plate 6.5 cm behind the bumper. Neither witness plate failed, but
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the dent in the plate in Run 1 was larger than in Run 2. While not much information was
revealed by these particular two-plate simulations, additional runs and experimental testing at
higher velocities can provide the needed data.

CONCLUSIONS

It has been shown that, throughout the entire velocity range expected during on-orbit debris
interactions, a bumper plate with geometric patterns milled into its front surface affords more
protection than a flat plate of equal weight. Through experiment, the 1-D TMB has proven to be
comparable to a 1-D row of wires of equal weight, and the 2-D TMB of equal weight has shown
additional improvement. In comparing the 1-D TMB to the wire mesh, it was found that smaller
hole sizes resulted in the TMB, offering better protection against local second strikes. It has been
demonstrated through numerical simulation that for a given threat, the TMB can be optimized
by varying its configuration. It appears that increasing f and H, and decreasing • from the
nominal values results in a more effective design.

In addition to shielding against impact, TMB's can contribute as a structural member of a wall
and offer atomic oxygen, dust, and radiation protection for vulnerable materials.

Additional testing and numerical simulation would be useful to help better quantify the results
presented here. This would also aid in the identification of performance trends as a function of
t0 reat variations such as debris size, shape, obliquity, and density.
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ABSTRACT

We have implemented two ceramics models into the MESA Eulerian finite difference hydrocodes and

evaluated thm by comparing code predictions of the free s .:rface velocity as a function of time to data
for one-dimensional flyer plate impacts and to free surlace velocity data for the penetration of subscale
tungsten rods into ceramic plates. Results were obtained for silicon carbide, boron carbide. alumina.
titanium diboride. and for a base calculation using a steel plate

INTRODUCTION

The ability to predict the response of ceramics to impacts is important in the design of armnor/anti-armor
devices, aerospace structures, and other modern applications of advanced ceramic materials. A large
number of material models exist for ceramic materials. Gordon Johnson has compiled a list that includes
eleven models (Johnson. 1991). In this paper we discuss the implementation and evaluation of txwo
ceramic material streneth models into ih" MESA 2-D and 3-D Eulerian codes (bolian ti a!.. /991 ). In
the future we plan to use the MESA codc, as testbeds for the examination of other models.

We have implemented the Steinberg ceramic model (Steinberg. 1990) into both 2-D and 3-D MESA. and
we have implemented the Johnson-Holmquist brittle model (Johnson c, 1 

.. 1990) into 2-D MESA. In

order to evaluate the models. %; c have compared code calculations to free surface \clocity data for I -)
plate impacts and to tungsten impacts into ceramic disks. These data weie obtained from Sandia National
Laboratories (Kipp et al . 1989. Wise et au., 1990). Materials calculalcý] include silicon carbide. boron
carbide, alumina, titanium diboride. and a b;ise case calculation of steel. Model and mesh sensitivity
studies werc performed in order to determine their effects on the calculated free s'".. -velocities. \ hich
could be compared to experimental measurements, and to guide users in develop their calculational
models.

The basic hydrodynamics, material strength, equalion-of-s tait, EOS and fracture models implemrnterit
in the MESA 2-1) and 3-1) codes have been previously described (Itolian et al. . 1991 ). Several points
are worth noting about the material strength and fracture models in the codes. In general they are semi-

empirical models. That is they were obtained by fitling data to equations that give the correct physical
trends. but they are not derived from basic physical pi iociples. Second. in iEulerian codes, such as MESA.

the material moves through a fixed mesh. This movement requires the use of mixkd cells: that is. cells
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it h more than one ni.teria.I. This mi xture pres,,'ts a complI ication regarding the trealltent of stress and
danage in these mued cell,, and the ads ection of these quantities into adjacent cells.

.cinib(r. (. Ceramn Modei l

Steinberg and his, co-xx orkers have developed a number of' material model,, for ductile materials

(Steinherg I 9)9. Steinberget aL., I 988) and more recently he has d, veloped a similar nodel forceramics

materials, ba,cd on the I-D plate impact experiments performed at Sandia. This model includes strain.
Strain rate, pressure and temperature effecls. Equations are provideu for both the yield strengti' and the
hear nModulus. A number of material constants are needed. Due to the limited range of axailable

exleritnlents, Some constants had to be estimated.

John%' 0I/' - lbflotn/U!1k Mo bdel'

The JohnSon-HonLquist brittle model is also based on a series of ceramic experiment,. but has the
adx antiae o\ er the Steinberg model that a fractur',- model is incorporated into the model. Essentiaiiy

thc model is based on two sets of curves of equivalent stress vs. pressure. Each set depends on plastic
strain rite. %N ih one set being used prior to fi ucture (damaige < I1.0) and the other set being used after
fracture has occurred itn the cell (damage > = 1.0). The damage is calculated in a similar fashion to the
%% ell-knom\ n Johnson-(Cook (Johnson et al.. 1985) fracture model in which fractional strain to failure
is, accumulated for each cycle until the value exceeds one. The damage variable. D, presents a problem
in Eulerian codes s"ince material is advected between cells. and thus fractured material may enter a cell
x here it IS mii sCd x\ ith Undamnaced material resulhing in a cell with no fractured material and thus creati,-,
an artificial healing process. The shear Modulus is a constant ii this model.

h ra( tfur v•hd'/.

It appear, froti the results obtained, which are presented and discussed below, that the model used to
repreent ceramic fracture is very critical in predicting the behavior of the experiments. Fracture is built
into the Johnsotn--tohnquist Model. There are two pressure-dependent flow stress curves, one for intact
material and one for failed malerial (damage greater than one). In contrast, the Steinberg model does
not provide a fracture component. and thus a separate fracture model must be provided in the code. Two
options have been provided in MESA for fracture in a brittle material when using the Steinberg model.
First the Johnson-Cook ductile fracture model constants can be input such that fracture occurs (damage
= I.0) as soon as a small amount of strain occurs. Second a simple maximum principal stress criteria
is amailable. In this model the :aiaximUm principal stress iscalculated foreach cell during each code time
cxcle. When the principal stress exceeds an input value. the cell is considered fractured. In a fractured
cell the streigth is set to zero in tension.

Material ("01l.'tin.x A wailabl(

The constants needed for the Steinberg ceramics model and the Johnson-tiolmquist brittle model are
derivxd from a range of ceramics experiments. An extensive amount of work is needed to obtain the
needed constants for a given material, and therefore. constants are currently available for a only a few
materials for each of ihe models. The following table indicates the materials, the experiments used for

each material in this study' and the model for which constants are available for each ceramic. It should
be noted that the constants niaI vary between ceramics produced by different manufactures and between
different samples. In general. sets of constants for :hese variations are not availahle.
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Table 1. Available material constants and experiments.

MATERIAL I -D PLATE TUNGSTEN MODEL
IMPACT CONSTANTS

AVAILABLE
SC = Steinberg
JH = Johnson-
Holmquist

SiC X SC, JH
AB JH
AD 85 X X JH
AD 995 SC
PYROCERAM JH
PSZ (Zr02) X SC
B4C X X SC
TiB2 X X SC
AIN X SC, JH

COMPARISON WITH TUNGSTEN ROD IMPACTS

Wise and Kipp performed a number of experiments in which small tungsten penetrators impacted steel
and also a number of ceramics. A copper buffer
was attached to the back of the target, and the TARGET ( STEEL OR CERAMIC)

free surface velocity was measured as a func-
tion of time at the back of the copper. A sche-
matic of the experimental setup is shown in
Fig. 1.

We have predicted these experiments using the TUNGSTEN

MESA 2-D code containing the Steinberg and FREE SURFACE
VELOCITY

Johnson-Holmquist models. In orier to verify MEASUREMENT
that we had the correct geometrical model and I IZI )
code input constants, the steel experiment was Velocity,
first predicted. A model and mesh sensitivity
study was also performed. The results are pre-
sented in the following sections. The computa- COPPER

tional mesh consisted of square cells. Unless
otherwise noted in the figures, these cells were
0.25 mm on each side. The tungsten penetrator
was 2 mm in diameter so a mesh cell of length Fig. 1. MESA Schematic for the Wise Kipp Experiments.

0.25 mm on each side results in 8 cells across
the rod. The targets were 9.08 mm to 10. 19 mm in thickness, and the copper buffer behind the target was
1.94 to 2.0 mm in thickness. Frequently a mesh of variable size is used in order to reduce computer run
times, but this additional variable was not studied in the current work.

The ceramic material strength was modeled using either the Steinberg ceramic model or the Johnson-
Holmquist model. The other materials were assumed to be elastic-perfectly plastic; that is the yield
strength and shear modulus were constant for the non-ceramic materials.

Steel

The steel target experiment was first calculated as a test of our geometrical setup and also to be sure that
our equation of state(EOS) and material constants were correct. The Us-Up EOS was used for all
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materials in this experiment. No frac- 200

ture model was used in the steel [DATA
calculations, but a minimum tensile 0 0.25 MM MESH .
pressure criterion was used. The 10.50MM MESH
mesh size study shown in Fig. 2 0 MM MESH

indicates that a 0.50-rm mesh is not 120 ....... ............ .......... .... .. .......

converged. A 0.10-mm mesh is 0

slightly different from the 0.25-mm > .

mesh and a little further from the U

data. The 0.25-mesh results are in :..01
excellent agreement with the data 0"
except for a small disagreement in .-
the initial peak. A gap existed be- 0

tween the tungsten and the target in 2 3 4 5 6 7 8 9 10

the '.IESA setup and thus times are TIME (Asec)

relative. Therefore, times were Fig. 2 Tungsten Impacting Steel - Mesh Sensitivity.

shifted to bring the initial velocity
rises into agreement. Based on these
runs, a 0.25-mm mesh was chosen as 140 1 -. - ____

the basis for the ceramic runs.the~ ~ ~ ~ ~ ~ ~ ~~~~2 b0i o h eaicrn.• '--.25 MM MESH ................ ................' .....=

o 120 ---- 0.10-MMMESH

Boron Carbide (B4C) 100 --- MMMESH ..................... .............
~ 100 -'- 0..--050 MM MESH

The B4C 0.10 mm mesh cell compari- a 0 .. ............... . ............ ............
0son shown in Fig. 3 is in very good .a>)t 60 •-........, .... ..... . ........... . . . .......... .: ..... ..

agreement with the data. This calcula-
tion w as done w ith the Steinberg ce- 40 ............... ................. ................................
ramic model and the simple maxi-
m um tensile fracture criterion. T he ,, 20 .... .............. ...............................................................
effectofthemaximumprincipalstress ,. - - . -- - -.

fracture value., Omax, is shown in Fig. 1 2 3 4 5 6 7 8

4. This figure indicates that the results TIME ( sec)

are fairly sensitive to the tensile stress Fig. 3. Prediction of Tungsten Impacting Boron Carbide - Mesh Sensitivity.

value chosen for fracture. The re-
sults in Fig. 3 were obtained using a
I -kbar value of UTmax.

- 140 :
U DATA

When examining new material 12 -- TENSILE FRACTURE 0O: KBAR .......... ..
. TENSILE FRACTURE OF 4 KBAR

strength models, it is useful to com- TENSILE FRACTURE OF 4 KBAR

pare them to the simple elastic-plas- 100 .............

tic model in which the yield strength t . . ........ ,. . .. .........
and shear modulus are a constant. 0

This com parison forboron carbide is > 6 ................................o ............... ........ .. ........... ..............

shown in Figure 5. The elastic plas- 40 ........ .:........ .... ....... ................ . .......
tic model results in the correct shape
for the velocity/time curve, but the C 20 ..........
magnitude is too low. A different
value of the yield stress may im- 0 0 - -
prove the agreement. but it was not 1 2 3 4 5 6 7 8

felt worthwhile to make a large num- TIME .Ieec )

ber of elastic plastic calculations. A Fig. 4. Prediction of Tungsten Impacting Boron Carbide -
Effect of Tensile Fracture Value.no-strength (hydro only) run was

also made in order to see the effect of
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hydro-only run initially is in good agreement with the data but has the wrong slope at the end of the run.
This difference may be due to the lack of material fracture in this calculation.

Alum ina(A 1203?) 140 - I
--- DATA

STEINBERG & TENSILE FRACTURE

F o r alu m ina w e in itially had o n ly • 120 - -HTDoE SL ..FAC UR
U- ELASTIC-PLASTIC TENSILE FRACTURE

model constants for the Johnson .

Holmquist model, and therefore this 1°0. "

m odel w as used for the m ajority of so ................ ........................................ ... . .
0the study. Preliminary constants for _j

alum ina (A D 995) for the Steinberg > 6o .................................. .......... .......... .. . . ..............

ceramics model became available re- 4
cently. and one calculation with this cc

m odel is also included. The base ,.w 20 ................................................................
wJ

results are shown in Fig.6. The agree- I.
ment between the calculations and 0

the data is very good during the initial 1 2 3 4 5 6 7 a

portion of the predictions but be- TIME (psec)
Fig. 5. Prediction of Tungsten Impacting Boron Carbide

comes worse during the latter parts of Using the Elastic Plastic and Tensile Fracture Models.

the experiment. More work is needed
to determine if better model con-
stants would improve the agreement.
if there is an aspect of the alumina that . DATA

is not being considered, or if basic STEINBERG & TENSILE FRACTURE

model improvements are required. -- JOHNSON-HOLMOUIST MODELU) 135. .. . ..............

The alumina used in this experiment, " -

as well as in the l-D plate impact 0 90di c se atr a eie e o b 90 .............................. ?................ .............. .......... .......
discussed later, was believed to be LU
very porous and nonuniform. (Grady, L,

1991). These characteristics may ac- :L
count for the difficulty in obtaining Ut
calculations that match the data. In WU

order to see the effect of porosity. "
MESA calculations were performed 1 2 3 4 5 6 7 8
for porosities of 2,5, and I I percentin TIME (pisec)

addition to the base case at zero po- Fig. 6. Prediction of Tungsten Impacting Alumina.

rosity (Unless otherwise indicated,
all results in this paper are at zero
porosity). Porosity enters these calculations only through a modification to the equation of state. The
results are shown in Fig. 7 for the Johnson-Holmquist model. A two percent porosity calculation is in
much better agreement with the data than the other calculations, but this level of porosity resulted in
a worse comparison between the data and the calculation for the I-D impact (Mandell and Henninger,
1992). The effect of porosity on the intact and fractured material strength, which was not taken into
account, may also be important.

The 0. 1 0-and 0.25-mm mesh results are in fairly close agreement. as seen in Fig. 8. The three mesh size
calculations are converging as would be expected, but the 0.5-mm mesh is clearly bad.

When examining new material strength models, it is instructive to compare the calculated results to
results using a simple elastic-plastic model. These results are shown in Fig. 9. The elastic-plastic model
without a fracture model agrees very poorly with the data. Thus, one can conclude that the fracture
model is critical to accurately predicting these types of experiments. As noted previously, the Johnson-
Holmquist model incorporates a fracture model, but the Steinberg ceramic model requires a separate
fracture model.



496 D. A. t•Nilmii and R H. '-" ,

It is interesting to examine the computer resources needed to run these MESA 2D calculations, which
were run on a Cray Y-MP computer. Table 2 shows the computer time and memory needed for the
calculations at the three mesh spacings using the Johnson-Holmquist model.

Table 2. Required MESA2D Computer Resources
MESH CELL CPU MEMORY TOTAL NUMBER
LENGTH (mm) (min.) (Million Words) OF CELLS
0.10 150.4 7.19 160,000
0.25 12.0 1.75 25,600
0.50 2.0 0.98 6400

As shown in theTable 2, it is desirable to do parameter studies with the fewest number of cells possible
and then do a confirmatory calculation with the number of cells needed for mesh convergence. From
the above results it appears that sufficient cells are not practical in 3-D calculations, but it has been
found that a mesh of square cells is not required. Typically a variable mesh with a ratio of 1.1 between
adjacent cells can be used. This ratio signifi-
cantly reduces the number of cells required.
Variable meshes were not studied in this 180 D--• ATA I i
work. Ii BC

Titanium Diboride (TiB2) 13 ......o..s . ......

The titanium diboride predictions shown in a
Fig. 10 are clearly in poor agreem ent w ith 3 90 .............. ...... ..... ............ ... ....... ...............0 ..........

the data. The mesh sensitivity results are not >

converging to the data as occurred with the
alumina and somewhat with the steel target. C 45 ............... ...... ..

Steinberg (Steinberg. 1990) discusses the CU

fact that TiB2 has a number of unusual
u.

properties including a possible phase transi- 0

tion. In addition, Steinberg uses a nonlinear 2 3 4 5 6 7 8
U s-Up equation of state forTiB2, and MESA TIME ( asec)
only includes a linear Us-Up. Thus we did Fig. 7. Prediction of Tungsten Impacting
not use the same EOS model in MESA as Alumina - Effect of Porosity.

Steinberg used in his calculations for TiB2. . . .

The results Steinberg presents are in worse --.-. MEA
agreement with the data than the results for 0.25 MM MESH

U) 135 V - OAOMM MESH ........ ......
the other materials that he looked at. The I - - --•--.50MMMESH /
D TiB2 results presented later in this paper OM M
are in agreem ent w ith Steinberg's results, , o .............................................................

considering differences in his code and the >
MESA codes. Thus we cannot expect better o"..
agreem ent in the results of Fig. 10. 45 .... .......................... .... .......................................

Figures 11-12 show the mesh and model CC
sensitivities for the TiB2 calculations. The 0
tensile fracture value, Fig. Ii, shows again 1 2 3 4 5 6 7 8

considerable sensitivity to the selected value. TIME ( pisec)

Perhaps a more sophisticated fracture model Fig. 8. Prediction of Tungsten Impacting

is needed. Alumina - Mesh Sensitivity.

The elastic-plastic predictions are compared
to the data and the calculations using the
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Steinberg model in Fig. 12. The elas-
tic-plastic results are a little worse 250 - . I.. . . .
than the results obtained by using a - A- A

_____ J0+1NSON44OLMOUIST AND NO TENSILE FRACTURE
variable yield stress and shear modu- LASTIC-PLASTIC AND TENSILE FRACTURE

us.• .ELASTIC-PLASTIC AND NO TENSILE FRACTURElus. U IATC)ASI N O'-IEM L R CUI

15 . ......... • .......... €........... :........... ........... .......... ,0........... :............ t.....,. ......

COMPARISON WITH _
I-D PLATE IMPACTS 0

wU 100 . ......... 1 .......... z .......... ........... L .......... ".......... z" ' .. ... .

The I-D plate impact experiments ,

involve an impactor of the same ma- U.

terial as the target ceramic, shot into
the target by a single stage powder
gun. The target was backed by a 0.5 2 3.5 5 6.5 8

lithium floride window. TIME (psec)

Fig. 9. Prediction of Tungsten Impacting Alumina Using The
Interface velocity measurements as a Elastic Plastic Strength Model and Tensile Fracture.

function of time were made at the
target window interface. Experiments
were performed at two nominal impac-
tor velocities - one near 1.5 km/sec and 120 t ..- l - -- Th

one near 2.0 km/sec - for each ceramic. D-.-OATA• ,- -- 0.25 M M M ESH ............. 7.............. .......... ....... .

We predicted a number of these experi- 100 -o -. OMM MES......1
ments, and the results are presented in - '00 50MM MESH

the follow ing sections. The schem atic 80 ................ -................................................ "' . .............

for the MESA geometrical model for the o-j
I-D flyer plate experiments is shown in o>u

LU
Figure 13.

U. 40 .' ................ .............. ."................ ...............

I ,

Silicon Carbide (SiC) IJU

IU.

Silicon carbide interface velocities as a
function of time are presented for both 1 2 3 4 5 6 7 8

models and for velocities of 1.542 km/ TIME ( isec )
sec and 2.1 km/sec. In addition EPIC Fig. 10. Prediction of Tungsten Impacting Titanium
calculations were available for these Diboride - Mesh Sensitivity.

experiments. The results are presented
in Figs 14-17. 1 DATAD ATA,

-- TENSILE FRACTURE OF 3 KBAR

If we have implemented the Johnson- I 100 - TENSILE FRACTURE OF 1 KAR .0) -- TENSILE FRACTURE OF 5 KBAR
Holmquist model correctly in MESA, •th n h M S a d E P C e u l s ins oa ............... ............... ... ................ ................ * .............. . ... ...

then the MESA and EPIC results in
Figs. 14 and 16 should agree except for 8 ..d f e e c s b t e n a L g a g a c o e , 6 0 •- ............... ................ -.: ................ ......... .. .. ..... .......

differences between a Lagrangian code LU
(EPIC) and an Eulerian code (MESA) -:4 0 ............... ................ . ..". .... .. . ..... ................ .. .... .. .

and differences in the problem model. U.
There are some differences, and we = 0

Thee re so e ifer nc san w 20 . ......... ............... ....................................

believe they are due primarily to differ- w

ences in the problem setup, such as the U.
gap and closure effects. 1 2 3 4 5 6 7 8

TIME ( sec•)
The calculated results using the Fig. 11. Prediction of Tungsten Impacting Titanium

Steinberg ceramic model are in good Diboride - Tensile Fracture Sensitivity.
agreement with the data. It should be
noted that the Sandia I-D flyer plate
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data were used in developing
Steinberg's model, and therefore one
would expect good agreement. These 120ATA
experiments were not used in obtain- ---i7 STEINBERG £ TeNsILe FRACTURE
ing the constants for the Johnson-10 EAT~PATI&ESLF~TR

Holmquist model. A change in the .2 80 . ............... .:.-............... ................ :. ... .......i ............. .-. .... ..-. ..............
constants may give better agreement "
between the calculations and the data. 0 6 . " t ' " "-J 60

,Ii

U.

B oron C arbide (B 4C ) ,, 40 . ............... S ................ ...... .... . .... .... .ý1................ .............. .-

The boron carbide one-dimensional .20" ....... i
U) 20 . ...... ... '............ .... -................ .' ................. ".............. '

flyer plate predicted interface veloc- •
ity results as a function of time are L 0 -
compared to the data obtained from 1 2 3 4 5 6 7 8

Sandia National Laboratories in TIME (hsec)

Figs. 18 and 19. The low velocity Fig. 12. Prediction of Tungsten Impacting Titanium Diboride Using The

(1.546 km/s) calculated results have Elastic-Plastic And Tensile Fracture Models.

the correct shape but are displaced a
small amount from the data. The high
velocity (2.21 km/s) results are in much better agreement with the data. Small changes in the strength
or fracture model constants might improve the low velocity results but this change has not been

FLYER TARGET WDOW

TELOCITY_

INTERFACE VELOCITY

Fig. 13. Schematic For I-D Flyer Plate Impacts.

investigated in the current study.

Titanium Diboride (TiB2) 1100 DTt

~-DATA
The titanium diboride results using - EPS (NO GAP)

the Steinberg ceramic model and MESA (NO GAP[

the maximum principal tensile stress 2 ...

fracture criteria are compared to the - I
data in Figs. 20 and 2 1. T he predic- ................................... ................ ..............
tions are in poor agreement with the 8 !
data as were the tungsten impact >
into TiB2 results discussed previ- < 275 . .................................................. . ................
ously. These trends are similar to -
those obtained by Steinberg using a
I-D Lagrangian code. Clearly fur- 0 . .........

ther work is required on TiB2. o.s 1 1.5 2 2.5 3 3.5 4
TIME ( psec )

Fig. 14. Prediction of Silicon Carbide Flyer
at 1542 mis - Johnson -Holmquist Model.
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Alumina (A1203)

Alumina 1-D flyer impact data was 12o0
predicted using the JohnSon, . .

Holmquist model, and the results , 1000 . ..........L iIU DATI

are shown in Fig. 22 for a flyer TCALULATnON .
velocity of 1.55 km/s and in Fig. 23
for 2.201 km/s. As seen previousl) 6 ... .. . . .... _
with other materials, the lower ve-
locity predictions are considerably N4o . ............................ .......... ................ ................ ..............
worse than the higher velocity re- "
suits. It should be noted that an EPIC W ..o. .............
calculation was available at 2100 m/ _ j
s, and the MESA calculation was 0 - - -.- --.

done at the same velocity. A MESA 0.5 1 1.5 2 2.5 3 3.5 4

calculation at the experimental ve- TIME ( psec)

locity of 2201 was only slightl' dif- Fig. 15. Prediction of Silicon Carbide Flyer

ferent from the 2100 m/s calcula- at 1542 ms Using the Steinberg Model.
tion. The excellent agreement be-
tween the EPIC and MESA results 14oo . . .......... . .
indicates that the model was imple- ._ DATAm en ed nto M E S co rec ly. Fur 1200 ...................... . ...... .................................mented into MESA correctly. Fur- 120 f

in I Ither work is needed in understanding 0 l..
the behavior of alumina including 2

the influence of different sam ples .......... ............................................ .....................

the model constants. U0
i 600

the model constants, q~~_ 6ooW .......... ...... ................. .... .. .............. i............. ...........

C O N C L U SIO N S 4o o ......... ... ...................... .......... ................ .....................
AND RECOMMENDATIONS U

200 .......... . .

W e have implemented the Johnson- -.... ........ ........ ...............
Holmquist brittle model, which in- 0

cludes material strength and fracture TIME (1 sec )

features, and the Steinberg ceramic Fig. 16. Prediction of Sillicon Carbide Flyer at 2100 m/s
model, which requires a separate frac- Using the Johnson-Holmquist Model.

ture model, into the MESA2D code.
The Steinberg model has also been
implemented into MESA3D. A simple _4_

maximum principal tensile stress frac- 4

ture criterion was implemented for 1200o ..................... ...... ........... DAT A

use with the Steinberg model. Coin- a. I-
parisons of results predicted by the ? ..... ................................ ..................... 0...................

EPIC and MESA hydrocodes implies
that the Johnson-Holmquist 

model 

. ......One-dimensional flyer plate impact 4 ...

experiments and two-dimensional Ix __

penetration experiments conducted at
Sandia National Laboratories were 0
predicted using the above models. 0.5 1 1.. 2 2.5 3

TIME iusmc)
Fig. 17. Prediction of Silicon Carbide Flyer at

2100 m/s Using the Steinberg Model.



500 D. A. MAND-li and R. H.NNINGER

These results were obtained for a
number of ceramics - silicon car- 1000.........t .
bide, boron carbide, titanium

DATA
diboride, and alumina. Good agree- -800 ................ A...--UL.. .O , -...<3--CALCULATION ...

ment between the predictions and -."
the experiments was obtained for 2 600 . ................................
some of the materials, but poor_
agreement was obtained in other 0So 4 00 - . .......... ......... .... .............................................................. -
cases. In particular the silicon car- '
bide and boron carbide results were
good, and the alum ina and titanium u 2o ....... .... ................0................. .................. ............ ..

diboride results were poor. A better
understanding of the material prop- 0
erties that influence the calculations 0.5 1 1.5 2 2.5 3 3.5 4

is needed in order to determine what TIME( psec)

improvements, if any, are needed in Fig. 18. Prediction of Boron Carbide Flyer at
the material models. 1546 m/s Using the Steinberg Model.

1400-f • 4o •. -•-. - - t t •-._

1 200 ............... L ..A i ................ ............... .................i ............... .............. •
1000 .............. .. . .......... . ...... DATA

CALCULATION]

EM i. ......... . Pr d cto ....... .......... ............ ..............

1 00 : " .

400s ......... ... .. ....... ... ............. ........ .......... . ........... .........

27 .... .. ....... . ...................

0

0.5 1 1. 5 2 2.5 3 3.5 4
TIME ( psec)

Fig. 19. Prediction of Boron Carbide Flyer at 2210
m/s Using the Steinberg Model.

1100 I

825

82 . ........ ......... . 4

LU

1 1.5 2 2.5 3 3.5 4

TIME ( pec )

Fig. 20. Prediction of Titanium Diboride Flyer at 1515
rn/s Using the Steinberg Model.
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-~-DATA j
1200 ..................... . .................

'U

80 0~

_3600 ...........

'U

0-f
1 1.5 2 2.5 3 3.5

TIME (p~sec )
Fig. 2 1. Prediction of Titanium Diboride Flyer at 2113 m/s

Using the Steinberg Model.

1000
DATA

800 ~ EPIC .......... .. ....... ......
'U -- MESA

LU

cc 200 ..............................
LU

z

0.5 0.9 1.3 1.7 2.1 2.5
TIME ( psec )

Fig. 22 Predection of Alumina Flyer At 1550 m/s
Using The Johnson-Holmquist Model.

LU

860.
0. . 13 17 . .

TIEsU

Fi.2.Peito fauiaFyra 21mU
Usn 325 Jono-omus DATA l
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A number of additional ceramic material models have been or are being developed. We hope to implement
other models into MESA so that these models can be compared to the two models discussed herein. In
particular the ISO-SCM model (Addessio. et al. 1990) is a candidate for implementation in the future.
Predictions need to be made for a better characterized alumina in order to determine if the poor alumina results
are due to the material. Additional ceramic model work is needed before a reliable design tool is achieved.
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VOID FORMATION IN OFE COPPER
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ABSTRACT

This paper reports results from the study of dynamic plastic deformation produced in OFE copper
specimens by symmetric rod impact (rod-on-rod) tests. The study was performed by post-test sectioning
of the specimens and examination of their microstructure using relatively low magnification optical
microscopy. Particular emphasis was placed on porosity as a microstructural feature that relates directly
to damage theories of constitutive behavior.

INTRODUCTION

Following World War II, Taylor (1947) and Whiffin (1947) published the technique of impacting a cylindrical
specimen against a massive anvil and the concomitant elementary analysis that estimates the specimen
flow stress from its post-test deformation. Since then, this test has remained a means of primary importance
in determining dynamic mechanical properties of ductile materials. As high-speed, large capacity
computers came into general use, highly sophisticated numerical analyses were applied to this test.
Uncertainties concerning friction, compliance, and impedance, at the specimen-anvil interface eventually
led Erlich et al., (1981) to modify this test by impacting a pair of identical rods, one against the other. This
form of the test is generally referred to as a symmetric rod impact test or a rod-on-rod (ROR) test, whereas
the original rod against anvil experiment is often called a Taylor test. This paper reports results from the
study of deformation damage produced in ROR impact testing.

The study was performed by post-test sectioning of the specimens and examination of their microstructures
using relatively low magnification optical microscopy. Particular emphasis was placed on porosity, or the
lack thereof.

Metallographic analysis of impact specimens subject to high strain rates provides insight into continuum
processes, such as plasticity and damage. The objective of this paper is to describe and compare the
observed microstructure of Oxygen Free Electronic (OFE) Copper ROR specimens tested at different
impact velocities.

EXPERIMENTAL

The material used in these ROR impact tests was OFE copper. However, two different initial grain sizes
were used, 75 and 40 lam. Specimens were cut to length from cylindrical rod stock of an initial diameter of
7.94 mm and then turned to a final diameter of 7.62 mm to match the bore of the mann barrel. Material to
be tested was annealed at 6000C for one hour in a vacuum and the final average grain size of the specimens
tested was 75 and 40 pm, as shown in Fig. 1. The large grain material was impacted at 392 m/s and

....
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Fig. 1. Initial microstructure of OFE copper material. a) ,5 micron

average grain size. b) 40 micron average grain size.

300 m/s. The fine grain material was impacted at 233 m~s. Complete details of the experimental apparatus.

data acquisition techniques. and interpretation are presented elsewhere (House et at.. 1992).

Recovered ROR specimens were sectioned along the axis of the rod. Sectioning of the rods was

accomplished using a diamond abrasive cutting wheel. After mounting in cold mount epoxy, the specimens

were ground and polished using standard methods for preparing copper materials. Final polishing was

completed using 0.05 pm alumina abrasive. Dichromate etch was applied to reveal grain structure. The

specimens were then viewed under an optical microscope at 50X magnification for microstructural analysis.

RESULTS AND DISCUSSION

Figure 2 is a montage created from photomicrographs originally taken at 50X magnificat,-n. The test

specimens had been impacted together at 392 m/s. The montage details a midplane of the impactor and

receptor rods, from the impact interface back to near the undeformed regions of each. By enlarging this

area of interest under the microscope. microstructural features in the plastically deformed region are clearly

observed.

As expected. grains near the impact interface and near the specimen axis had collapsed under the large

compressive load. The post-impact structuroc has flat, pancake-shaped grains parallel to the impact face

as shown in location a of Fig. 2. Similar deformation is observed to different degrees throughout the

mushroomed region However. it is most severe nearest the impact face and nearest the axis.

Of particular interest, however. are voids observed along the axis rhear the impact face in both the impactor

and receptor. location b. Typically. these cavities are non-symmetric. In order to assess whether the

observed porosity resulted from metallographic polishing, the mating surfaces to those shown in Fig. 2 were

polished using a different technique. The voids observed in these mating surfaces matched those in the

figure. Thus. we believe the observed damage was produced during the impact event

The void porosity, or damage, results from strong tensile release waves that propagate from the lateral free

surface of the rods after the initial compressive wave, These tensile release waves focus on the rod axis
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Fig. 2. Deformed microst jcture of 75 tpm copper impacted at 392 m/s.

to create a very high, radial tensile stress. This stress causes microvo~ds to nucleate and grow. Close
inspection reveals that the nucleation sites are along grain boundaries with void growth, or link up, occurring
along grain boundaries as well.

Christy et al., (1986) reported on microstructural features of similar OFE copper shock loaded in flyer plate
experiments. They reported that in large grain copper, 250 jim and 90 p~m material, void nucleation and
growth occurred at grain boundaries. The average grain size of the material in Fig. la is 75 _±12 p•m as
determined by the linear intercept method.

Figure 3 shows results from a test conducted at 300 m/s with the 75 Ipm copper. Comparison between Figs.
2 and 3 shows similar grain deformation has occurred at the impact interface nearest the rod axis. Void
nucleation has occurred and appears to be associated wit>; the grain boundaries of the material. In general,
Fig. 3 reveals a smaller void size which is consistent with a lower impact velocity. The "3mplitude of the initial
compressive and tensile release waves are impact velocity dependent.

Figure 4 shows results from a test conducted at 233 m/s with the 40 p•m copper. Comparison with the
75 •im material shows similar types of grain deformation. However, the void porosity on the rod axis nearest
the interface has now increased, and the geometric shape of the voids is spherical. The increased void
porosity, for a lower impact velocity experiment, indicates a relationship between the stress state in the
material and the grain size.

Christy et al., also experimented with finer grain, 20 p~m, copper and with cold worked copper. These
materials revealed a change in phenomenology associated with void nucleation and growth. In these
materials, Christy et a!., observed that the nucleation sites for voids were occurring as often in the matrix
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Fig. 3. Deformed microstructure of 75 pm copper impacted at 300 m/s.

as they did at the grain boundary. Propagation of the voids in fine grain and cold worked copper was
occurring by transgranular growth. These observations are consistent with the results seen in Fig. 4.

Grain size studies show that a small grain material will harden faster at low levels of strain than does a larger
grain material. This phenomena is related to the grain boundary surface area per unit volume and to the
strain compatibility reouirements between neighboring grains. Under an applied load, grain boundaries act
to create dislocation pile-ups and can be sinks for dislocation annihilation. Because of a high volume fraction
of grain boundary, a fine grain material tends to harden rapidly at low strain levels and to have a relatively
homogeneous distribution of dislocations.

Copper with a large grain size has a lower volume fraction of grain boundary, it tends to harden more slowly
and to have, initially, a more heterogeneous distribution of dislocations. In larger grain matenrdl, regions
adjacent to grain boundaries have a high dislocation density, whereas in the inner matrix material the
dislocation density remains relatively low. Consequently, under the stress state created by tensile release
waves, the large grain material hardens along the grain boundaries where eventually the stress state will
cause void nucleation to occur. Once nucleated, voids in the material will propagate along the grain
boundaries where the eneigy requirement for crack growth will be lowest.

Under the same stress state, fine grain materials will uniformly harden both at the grain boundary and in
the matrix. This condition makes the probability of void nucleation at the grain boundary versus the matrix
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approximately equal. Once nucleated, voids grow in accordance with the local stress condition, given that
uniform hardness exists in the surrounding regions. This pattern of void growth is consistent with that
observed in Fig. 4.

There is a highly important relationship of these observations to hypervelocity impact phenomena. In recent
years, various damage models of material behavior have been incorporated into the constitutive relations
that are used to calculate - or predict-- the deformation response of materials under hypervelocity impact.
The postulated damage is usually in the form of porosity. Often, an evolutionary equation is used that
associates a porosity growth rate with a tensile hydrostatic stress, and no change when the hydrostatic
stress is compressive. Accumulation of porosity has two effects on the material: it increases true stress
because the internal load is transmitted through less material, and it facilitates fracture. These material
models, therefore, can be very important in describing such hypervelocity impact phenomena as. for
example. spallation.

Damage models of material behavior have been motivated by observations of porosity in the necked regions
of ductile metal tension test specimens. However. the mechanical behavior of materials is generally
affected by deformation rate. Hence. observations of damage under pseudo-static test conditions need not
describe what occurs during hypervelocity impact. The present tests and observations are a small step on
the long road to producing a quantified damage theory applicable at high rates of deformation.

IMPACT VELOCITY 233 M S

RECEPTOP IMPACTOR

F. 4} Deformed "r. e

Fig 4. Deformed microstructure of 40 uim copper impacted at 233 m s



One significant difference arises in the quantitative interpretation of porosity between high-speed ROR tests
and pseudo-static tension tests. In the latter, the hydrostatic stress is somewhat uniform over any cross-
section of the specimen, even after severe necking. Consequently. the area fraction of porosity on any
cross-section can be easily calculated and from it the volume fraction (that appears in most theories) can
be readily found. By contrast, the stress state in an ROR specimen is much more variable. There are axial
and time variations as in the tension specimen, but, unlike the tension specimen, there are large radial
variations in stress. In fact, except near transverse free surfaces, the only region of the specimen in which
the hydrostatic stress can become tensile is the longitudinal axis. Radial waves from the lateral surface
propagate tensile (release) stresses towards the specimen axis. As they converge on the axis, they amplify
and produce extremely high hydrostatic tensions in this region even though the axial stress component
remains compressive. This description is consistent with the observations of porosity near the specimen
axis and complete absence thereof near the lateral surface (Worswick et aL, 1991). This leads to the
conclusion that there is a radial variation in fractional porosity from center to surface, which raises the
question of what total area should be used to calculate an area fraction.

CONCLUSIONS

Microstructural features such as grain deformation and porosity have been examined in specimens
recovered from ROR impact tests. These experiments revealed that grain size played a major role in
determining the hardening and void growth characteristics of OFE copper. Experiments with 75 pm material
at 392 m/s and 300 m/s showed a smaller void size at the lower velocity. An experiment conducted with
40 pm material at 233 m/s showed a striking increase in void porosity and a general change in void geometry.
This demonstrates the influence of the grain boundary causing more rapid hardening of the fine grain
material than in the larger grain material. The ROR impact test has proven to be a useful experiment for
studying high strain-rate deformation when combined with an analysis of internal material damage.
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ABSTRACT

The relationship of the mass, velocity, and density of an impacting projectile to the hole formed as a
consequence of a hypervelocity penetration is a subject of great importance in the study of Interplanetary
Dust Particles and Orbital Debris. During the past twenty years extensive efforts have been made in
developing computational procedures that model hypervelocity impacts. The vast majority of these projects
have used hydrodynamic equations with either a Lagrangian oi Eulerian grid or some hybrid of the two forms.
Another numerical procedure that can be applied to the study of hypervelocity penetrations is molecular
dynamics (MD). The appeal of MD to the problem of hypervelocity impacts lies in the fact that the
thermodynamic variables of pressure, temperature, and density are found independently of each other
without requiring an equation of state. The primary disadvantage of MD is the size of the system that can
be effectively modeled. In this paper six different hypervelocity impacts are considered using MD and the
hydrocode CTH developed at Sandia National Laboratories. The six impacts consist of a cube impacting a
thin film at 7, 9, and 11 km/s with an aspect ratio of one to one and two to one. The time evolution of the
density, pressure, and temperature are compared for each of the methods. Finally the hole size created by
the impacts are calculated for each method, and the results compared. Conclusions about the effectiveness
of MD are offered with suggestions for future work.

INTRODUCTION

The scientific community interested in hypervelocity impact phenomena has utilized hydrocodes for over
twenty years to study subjects as penetrations, crater formations, debris clouds, and ejecta spray. Considerable
effort has been devoted to the development of numerical techniques such as molecular dynamics and the
Metropolis MonteCarlo to model liquids on the molecular level. Fora good overview of the use ofcomputers
to study liquids see Allen and Tildesley (1987). Several years ago Holian (1987) used MD to study debris
cloud formation in the case of a hypervelocity impact of a lead ball on a lead plate. More recently Hoover
(1992) has used MD to study plastics deformation in an amorphous solid comparing the results to those
obtained using a two dimensional Lagrangian code and suggested the development of a hybrid code. In this
paper the techniques of MD are applied to several cases of an aluminum cube hittingan aluminum film. The
Eulerian hydrocode CTH is used to model the impact of a cube hitting a 500 A thin film with an aspect ratio
of one to one and two to one. A Lennard-Jones potential is used in a MD simulation to model an impact with
the same aspect ratios with a film whose thickness is 16.2 A. A scaling factor is employed to examine the
impacts at times that correspond to the same stage in the hypervelocity impact. The results for the hole created
by the penetration are compared in an effort to arrive at an understanding of the effectiveness of MD in
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studying long time macroscopic phenomena.

MOLECULAR DYNAMICS AND HYDRODYNAMICS

Since the determination in the last century that all matter is composed of atoms, scientists have attempted
to determine how macroscopic phenomena arises from interatomic or intermolecular interactions. It is not
possible or necessary here to consider the details involved in the study of kinetic theory and molecular
hydrodynamics. It is only necessary for the purposes of this paper to note that for any quantity X that is
conserved in a molecular collision then it is possible to arrive at a general conservation law (Huang 1987),

n ±ntxvi)-X v - (i =0 (1)
ai=Ia i i=1 xi "=1

where n is the number distribution, X is the physical quantity of interest such as mass, momentum, and energy,
vi is the velocity of the ith particle, and Fi is the ith component of the external force such as gravity. By
considering a system with no external forces that possesses a local Maxwell-Boltzmann distribution with a
correction term one finds the conservation equations that form the basis of hydrodynamics (Huang 1987).
To stay consistent with the assumptions employed in finding these relationships it is necessary to choose an
intermolecular potential whose interacting length is on the order of Angstroms. One such potential
commonly used in MD is the Lennard-Jones potential.

(D(r) =4 - (-)6] (2)

The values for the two parameters in the Lennard-Jones potential are determined by using the relationship
that the cohesive energy is Ecoh =-8.6O and the nearest neighbor distance in equilibrium is given by ro = 1.09F
(Ashcroft and Mermin 1976). Using the experimentally determined values for the cohesive energy and the
nearest neighbor distance for aluminum, one finds the values for the Lennard-Jones parameters: E and co.

The temperature is found using the expression (Plischke and Bergson 1989)

N
T(t) = 1 mvi(t)2

3kBNil (3)

where T(t) is the instantaneous temperature, N is the number of molecules, m is the mass of the molecules
(here assumed tobe the same), and vi(t) is the instantaneous velocity of the ith particles. The pressure is found
using the equation (Plischke and Bergson 1989)

P(t) = P'kBT(t) + -Ly ýt)- Fjt
V 6V ijj (4)

where P(t) is the pressure at a given time t, V is the volume ri is the position of the ith particle and Fij is the
force between the ith and jth particles which should not be confused with the external force contained in
equation (1).

CTH AND MOLECULAR DYNAMICS PROCEDURES

The hydrocode CTH developed at Sandia National Laboratories has been used at the Baylor University Space
Science Laboratory (BUSSL) for several years toconduct theoretical investigations of thin film penetrations.
This work was motivated by the flying of several experiments using thin films on several shuttle missions
and an experiment currently being flown as part of the European Retrievable Carrier I mission. The
impacting particles studied are spheres traveling at orbital and interplanetary velocities hitting a thin film.
The size of the film selected for investigation using CTH corresponds to the surface area and thickness of
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the film used in the in-situ experiment. For comparison with results obtained by MD the geometry of the
particle was altered to a cube with all the other parameters kept the same. The computational calculations
that were completed for CTH used 200 x 400 cells covering an area of 160 x 200 microns squared with each
zone being 50 A on a side. The minimum time step employed for the runs was 5x10" 15 seconds with an
average of 3x 10-13 seconds. The thickness of the film (Tf) was 500 A and possessed a width of 10,000 A.
The width and cell size were chosen to allow the system a sufficient space to allow the creation of a
penetration hole, and to compare with experimental results reported in a companion paper (Tanner 1992).
The equation of state employed was Mie-Grulneisen for aluminum, and the velocities of the impacting
projectilc (vp) were the same as those used in the MD simulations discussed below.

In addition to hydrocode calculations BUSSL has been using MD tostudy hypervelocity penetrations of thin
films for different velocities under a given potential (McDonald 1991). Once a potential has been selected,
MD consists in numerically solving the Newtonian equations of motion for the system of N particles. In the
MD simulations considered here the potential was truncated at 1.78a. The net cube approximation (Arnold
and Mauser 1990) was used as a bookkeeping procedure to eliminate calculating most of the forces between
particles whose distance excced the truncation distance. A film consisting of 9216 particles, whose thickness
was 16.2 A with a surface area 36 times the thickness, was equilibrated at room temperature. The face of
the film was laid in the XZ plane so that the velocity component normal to the film's face is in they direction.
Two projectiles, one of which had a dimension of 16.2 x 16.2 x 16.2 A3 was composed of 256 particles and
the second with one dimension twice as long as the first with double the number of particles, were also
equilibrated at room temperature. Three velocities: (7, 9 and 11 km/seconds in the y direction) were
considered for both projectiles. Since the thickness of the film used in the MD computer simulations is
significantly smaller than that employed in the hydrocode, a scaling element was used to make comparison
possible between the two systems. In order to compare the size of the hole generated by the hypervelocity
penetration, a time scaling element (TSE) was used. A TSE is the time for a projectile to travel the thickness
of the film, i.e. Tf/vp. Two sets of runs using MD were made. The first saved the positions and velocities
of all the particles in the system every TSE, and this information is used to study the thermodynamic behavior
of the system and the formation of the hole growth which is presented below. The definitions for temperature
and pressure given in eqns. (3) and (4) were used to calculate the thermodynamic values inside a predefined
fixed volume of space that the particles were free to move through. Two fixed Eulerian Grids were used to
show the time evolution of the system during the six impacts. The first was an XZ view of the volume
originally occupied by the thin film. The second is a YZ plot which is the impact as if viewed from a distance.
After examination of the thermodynamic data it became clear that saving the data every TSE provided too
coarse of a sampling rate to watch the thermodynamic response at the earliest stages of the impact. Therefore
a second group of computer runs using MD, covering a shorter time period (t < 6 TSE's), saved the positions
and velocities of the particles in the system at a higher sampling rate. This data was used to calculate the
thermodynamic variables at the earliest stages of the impact which is considered below.

MD RESULTS AND CTH RESULTS

As mentioned above the Tf/vp normalization factor was used to provide points of comparison between each
of the impacts in the behavior of the pressure, temperature, and density. Figures 1 through 4 show the time
evolution of the density in two views: one of the XZ plane whose dimensions correspond to the original
volume of the film and the second which is viewing the impact from far away in the YZ plane. The XZ plots
of the density show that for the 7 km/s impact there exist three distinct regions of density. These are the
original density of the film, an area of smaller density corresponding to approximately 1.3 to 1.7 gm/cm 3 ,
and the final region is an area of zero density that is used to determine the hole size. This three tiered
distribution of the density is also apparent in the 9 km/s impact, but the size of the second region has decreased
while the area of zero density has increased. In the 11 km/s impact the middle density values form a very
thin ring around the zero density region. A possible explanation for these results lies in the mixture of
penetration and cratering phenomena at the lower velocities. An examination of the YZ plots of the density
supports this possibility. Note that for the impact at 7 km/s with an aspect ratio of one to one a bowing of
the film appears to be occurring with very little spall coming off the back edges of the film. A debris cloud
is also not in evidence for the one to one 7 km/s impact. Such a debris cloud and spall is evident for the 9
and 11 km/s runs. Note the complete absence of bowing of the film at I I km/s. This suggests that the energy
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level at this velocity is sufficient to allow a penetration with almost none of the features of a cratering event.
These basic features are retained in the impacts with a two to one aspect ratio with the expected exception
that the penetration has improved for the long rod.

The stopping point for the computer experiments, conducted using the hydrocode CTH varied with the
impact. The criteria used for determining when the hypervelocity event had finished was that the pressure
has reduced to the level of background. The stopping point for the impact at 7 km/s for both aspect ratios
was 14 TSE's. Sixteen and 18 TSE's were the end points for the one to one and two to one 9 km/s impacts
respectively. The stopping points for the 11 km/s impacts were 17 and 22 TSE's. Figures 5 and 6 show the
two dimensional density and pressure distribution in the thin film and the debris cloud at the final time.
Comparing these results with the Figs. 1 through 4 one immediate difference is the length of the film in the
CTH runs was 20 times larger than its thickness, while the MD simulations used a film whose dimensions
normal to the thickness was six times larger than that used for the Tf. The other fact that is apparent when
comparing the two results is that for the impacts at 7 and 9 km/s the hole formation has not stabilized at 14
TSE's. Only in the 11 km/s impact does the event appear to be over. The reasons for this difference are not
known at the present time.

Before direct comparisons between the hole sizes generated by the two methods are made the behavior of
the pressure and temperature will be considered. A Lagrange point was chosen in CTH that was originally
located at the center of the impact site between the projectile and thin film. In order to compare the results
for the macroscopic thermodynamic variables a volume element ,whose dimensions were equal to those of
the projectile at the beginning of the simulation, was located at the center of the film directly in the line of
the velocity vector. This volume element was used to calculate the density, pressure, and temperature of the
grid point. The macroscopic velocity was found for the volume element which was free to move with the
calculated velocities. Figures. 7 through 10 show the history of the pressure and temperature for both
computer experiments. The MD graphs are plotted in TS E units while the CTH graphs are plotted in absolute
time. For comparison between MD and CTH note that the conversion between the two time scales is given
by: 7.14 ps for the 7 km/s impacts, 5.56 ps for the 9 km/s, and 4.55 ps for the 11 km/s. Using these scaling
factors forcomparison purposes it is apparent through the study of the plots that the values for the temperature
calculated using MD were consistently smaller than those found by CTH. Another immediate difference
is that the temperature in the MD run returned close to the initial or background value for the Lagrangian
volume element while the temperature found by CTH retains a value that is significantly larger than the
background values. The estimates for the pressure show that MD has values for the peak pressure that are
slightly smaller than those generated by thz hydrocode. Using the thermodynamic variables calculated for
the Lagrangian volume element in MD it is possible to plot the relationship between pressure and temperature
for a constant density. If one plots the pressure versus temperature for densities of 2.4 and 2.7 gm/cm 3 as
done in Fig. 11, one finds thata linear relationship between pressure and temperature is a good approximation
of the EOS for constant densities. The Mie-Griineisen EOS used by CTH postulates a linear relationship
between pressure and temperature for a volume held at constant density. This preliminary discussion of the
EOS that was found using MD, suggests that this method holds promise for future study of hypervelocity
impacts. The interesting behavior of the thermodynamic variables is in the earliest stages of the impact (t
<6 TSE' s), while other macroscopic phenomena such as the formation of the hole resulting from penetration
take significantly longer. A comparison of hole size will now be done for MD and CTH.

As noted above in the analysis of the XZ density graphs the computer experiments show three distinct values
of density with the area of the second region decreasing with impact velocity. At this point it is necessary
to determine the ratio of the diameter of the penetration hole (Dh) to the dimension of the projectile parallel
to the film (Dp) in order to undertake a comparison with those values found by using CTH. This was done
by examining a slice through the center of the film and counting those grid points where there was one or
less particles. In an effort to minimize the error in diameter, only those values that occur concurrently were
considered. Figure 12 shows the history of hole growth in the one to one aspect ratio for the MD computer
experiments. The hole growth for the two to one impacts is shown in Fig. 13.

To determine the hole size as shown by the hydrocode calculation the smallest distance between the two sides
of the film as seen in Figs. 5 and 6 was measured at the appropriate TSE. The results from the CTH runs are
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Fig. 5. Plots of the density and pressure Fig. 6. Plots of the density and pressure
generated by CTH at the stopping point generated by CTH at the stopping point
for the one to one normal impacts. for the two to one normal impacts.

shown in Table I which shows the final hole size determined by the two different methods. The MD
calculations are consistently smaller than those obtained using CTH. Since the CTH values lie in good
agreement with experimental calibrations of penetration hole sizes (Tanner 1992), the disagreement is a
subject that needs future study.

Several possibilities exist to explain the small values obtained by MD. The first is that the size of the system
used is too small. As seen in Table I the ratio Dh/Dp exceeds five for all of the impacts. Since the width
of the film is only six times larger than the diameter of the projectile then those values that lie near six are
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Fig. 11. Plots of Pressure vs. Temperature for two different densities found from the Lagrangian volume
element discussed in the text.
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Table 1: Dh/Dp Measurements

Velocity (km/s) v =7 V=9 V= 11 v =7 V=9 v =1I1

Aspect Ratio I to II to II to1 2to 1 2toI 2to I

MD Simulations 0.75 1.75 1.75 1.75 2.5 2.75

CTH Simulations 5.45 5.8 6.1 5.16 5.75 6.28
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not capable of being modeled with a system composed of this few particles. This could be remedied by the
use of larger systems which is being made more practical by the development of massively parallel
computers, although a complete simulation of the system used in the hydrocode simulation would require
more than a billion particles. Another possibility is the fact the the film used in the MD simulations is only
16.2 A thick. Experimental investigations have shown that the ratio Dh/Dpdecreases as the film and particle
decrease in absolute size (Schneider 1979). The results reached in the MD calculations could then be a lower
limit on the penetration hole sizes. Physically this could arise since the film used in the simulations was a
perfect FCC crystal. The lack of dislocations and flaws in the film could explain why the damage was smaller
than that seen in the hydrocode calculations which use equations of state which are based on macroscopic
investigations where all crystals contain flaws. Both of these explanations can be tested with future computer
experiments as larger systems can be used, and dislocations introduced into the system to investigate what
effect the presence of dislocations have on hole size formations.

CONCLUSIONS

The comparison of the results obtained by using molecular dynamics and hydrodynamics shows that. with
theexception of the calculation of the pressure, MD consistently underestimates the values obtained by CTH.
Since the results obtained by CTH are in good agreement with experimental curves reported, it would appear
that the disagreement suggests the need for the use of larger systems in MD to model hypervelocity events.
In considering the behavior of the temperature and pressure the major difference is the long time behavior
of the temperature in the two methods. The reasons for this discrepancy need to be explored in future studies.
The hole sizes predicted by MD are significantly smaller than those found using CTH, and future work needs
to be done in order to determine if the smaller sizes found using MD have a physical basis or are a feature
of the size of the system employed. It will also be of interest to utilize potentials that have been developed
to describe metals (Pettifor and Ward 1984) to examine what significance the selection of the potential has
on macroscopic phenomena. Both MD and hydrocodes have a significant role to play in the continuing
studies of hypervelocity impact phenomena. The use of larger systems, which are becoming more feasible
as computational power continues to increase, offers a chance for MD to become far more effective in
modeling hypervelocity impacts than its present capability.
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ABSTRACT

The development and optimization of a design model for multibumper spacecraft protect-ve structures to
defeat orbital space debris is presented. The Marshall Space Flight Center (MSFC) Materials and Processes
(M&P) Laboratory Hypervelocity Impact Database is first filtered to experiments comprising metallic
configurations without multilayered insulation present and for projectile velocities exceeding 2.5 km/sec.
This filtering results in 337 single, double, and triple bumper hypervelocity impact experiments. Regression
variables of interest include projectile diameter, density, velocity, and impact angle, bumper standoff
distances, bumper densities and thicknesses, wall density and thickness, and number of bumpers. The
dependent regression variable is the total number of plate penetrations, beginning with the wall and con-
tinuing through the witness plates. A unique intrinsically linear regression form, which accounts for the
number of bumpers employed and invokes a posynomial (polynomial with positive coefficients, positive
valued independent variables, and real valued exponents) form, is chosen based on a comparison of various
regression forms using correlation coefficient and F-statistic as measures of effectiveness. The least squares
regression is performed followed by an ANOVA, tests of the correlation coefficient and F value, and
graphical examination of residuals. Regression results indicate that statistically significant least squares is
possible using the chosen form on the MSFC M&P database with small residual effects. Generic nonlinear
regression forms are also investigated.

The resulting regression model is next used in the formulation of a nonlinear optimization program. This
program is devised to minimize the protective structures areal density subject to a limitation on total standoff
distance between the first bumper and the wall. The decision variables of interest are the optimal values
of the areal densities of the bumpers and wall, as well as the optimal individual standoff distances. The
problem is solved using the dual transformation of geometric programming. The optimal independent
variables and minimum system areal density are solved for analytically in terms of the systemic parameters.
A sensitivity analysis to these parameters is then performed. Additionally, the optimal number of bumpers
is evaluated in this sensitivity study. The most significant results from a hypervelocity impact standpoint
are that additional hypervelocity impact tests and analyses should be performed to support understanding
of multiple bumper, large particle diameter, large separation, large particle mass density, various particle
impact angles, and spallation phenomenologies. Additionally, more emphasis should be placed on
understanding the transition regions between particle shatter, melt, and vaporization, while less emphasis
should be placed on small velocity differences within these regions. Major protective structures design
results indicate that for Space Station Freedon, impact scenarios of interest, and within the limitations of
the regressed hypervelocity impact database, at most four metallic bumpers are optimal. In particular, a
transition region from optimal number of bumpers of 2 to 3 (and 3 to 4) has been identified for particle
diameters in the 0.25-0.5 cm (and I to 1.25 cm) range. An interesting transition region from 3 to 4 optimal
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number of bumpers has been discovered for standoff distances between 10 and 15 cm. Furthermore, the
optimal protective structures design sensitivity to impact angle is very low. Finally, the resuhis of this
investigation indicate that this combination of regression form and resulting optimization approach is useful
in idenifying protective structures design trends for spW,-craft subject to hypervelocity impact environ-
ments.

LIST OF SYMBOLS

a, = estimated parameters for regression
d, D = projectile diameter (cm)
L. = wall material parameter
n = number of plates (bumpers and wall)
N = number of "walls" penetrated (walls + witness plates)
Si = separation between bumper i and bumper i+1 (cm)
ST.T = total allowable separation from 1st bumper to wall (cm)
t, = bumper thickness, i=l,2,...,n-I (cm)
t. = wall thickness (cm)

V = projectile impact velocity (km/sec)
W = structure mass per unit area or weight (gm/cm3)
0 -= impact angle from surface normal (deg)
pi = bumper density, i=--,2,...,n-1 (gm/cm3)
p. = wall density (gm/cm3)
pp = projectile mass density (gm/cm3)

A 0 cubscript denotes optimal value for a primal variable.

INTRODUCTION

Since the 1960's, the effects of meteoroid impacts on spacecraft function and safety have been a concern
to systems design engineers. With the recent increase in man's activity in low Earth orbit, this concern
has expanded to include the man-made orbital debris environment. Unlike the meteoroid environment,
the number of debris particles continues to grow as more vehicles are launched into Earth's orbit. This
increasing hazard requires that spacecraft designers become more innovative and efficient in designing
the shield systems necessary to protect the spacecraft being launched today. In addition to the more
numerous debris particles, future space missions (e.g., Space Station Freedom) pose other critical design
problems. Unlike the short-term missions of the past, future vehicles will have longer exposure periods
to both the meteoroid and debris environments. These vehicles will also be more complex and much
larger than earlier spacecraft. The larger area-time product of exposure places these vehicles at increased
risk of impact of critically damaging particles. The traditional measure of protective structures design
effectiveness is the probability of no penetration of the primary spacecraft wall. This measure is the
risk associated with the occurrence of the impacting particle size, impact velocity, and impact angle.
Finally, the inherent uncertainties in the meteoroid and debris projectile mass, velocity, density, shape,
and impact angle further complicate the design problem, making the traditional deterministic design
approach impractical.

The traditional design solution to this problem has generally been to place a "bumper" outboard from
the spacecraft wall to disrupt the incoming projectiles. The existing spacecraft wall is often better able
to withstand the impacts of the resulting dust than that of the single larger particle. This passive measure
has resulted in significant weight savings relaL:,e to a single wall concept with the same protective
capability. The problem, then, is to efficiently design these protective structures so that the bumper
breaks up the projectile while minimizing its lethality to the primary wall, the crew, anJ the onboard
equipment.

Existing design and analysis techniques which are commonly used to aid in the design of shielding
include hypervelocity impact testing, empirical penetration equations, and hydrodynamic codes. The
most widely accepted of these is impact testing, which has the advantage of providing actual spacecraft
hardware design verification. However, in existing test facilities, test velocities are limited to about
25% of the expected impact velocity distribution of man-made debris, and even less for meteoroids.
An additional detriment to relying on impact tests alone is the extensive number of tests required to
characterize the effects of each of the large number of design parameters to statistically significant
trends. Hydrodynamic code analysis can help overcome the velocity limitations, but this method is



very computer time intensive, and there is a fair amount of controversy involved in the selection of
appropriate equations-of-state and code-specific parameters. Empirical penetration equations generally
provide the best quick-look of a shield design's protective capability. However, special care must be
taken to be sure they are used only within the same parametric limitations from which they were
experimentally or theoretically derived, and with a clear understanding of the regression analysis used
in their statistical formation. If the problem to be solved falls within the experimental parameter
limitations, the equations can provide more information about the design than a limited number of
experimental results.

Through nonlinear optimization techniques, the characteristics of the empirical penetration predictor
equation can be determined with sensitivities anchored around a given design for the shield system.
Analytic or numerical solutions result, depending on the natureof the predictor, the problem formulation,
and the technique used. In this paper, nonlinear optimization techniques are used to first develop a
preliminary design predictor for the shielding that might be required to defeat the meteoroid and debris
impacts that futuristic spacecraft might encounter. Mission parameters and design environments are
chosen to best represent those we believe to be most realistic for Space Station missions, based on
today's information. Optimal design sensitivity trades are then shown to determine operating points
for system and design engineers.

PAPER GOALS

The goals of this paper are to:
1. Develop a nonlinear regression predictor for multiple bumper systems.
2. Optimize the predictor in a protective structures design context.
3. Provide a sensitivity analysis to various hypervelocity impact systemic parameters.
4. Provide a sensitivity analysis to Space Station mission parameters.

EARTH ORBITAL SPACE DEBRIS ENVIRONMENT

The space debris and meteoroid environment models chosen for this paper are based on the environment
given in Reference 10. This debris environment is a perturbation of a previous environment definition
due to Kessler (1989). The major inputs for this definition include space debris growth rate, spacecraft
operational period, mission altitude and inclination, spacecraft debris area, orientation, and probability
of no penetration. The previous Kessler environment is first used to obtain a ballpark estimate of critical
diameter for two numerical search techniques. The Newton's method and a random search technique
are then employed to numerically hone in on a relationship between the actual particle diameter and
the other parameters for the orbital debris and meteoroid environments, as specified by Reference 10.

ADVANCED SHIELDING FOR PROJECTILE SHATTER (MULTIBUMPERS)

The database used for regression is the MSFC Hypervelocity Impact Test Database Developed by the
Materials & Processes Lab. Database filtering was performed to include only metallic configurations
with velocities greater than 2.5 km/sec and no MLI presenL The database filtering resulted in 234 single
bumper tests, 94 double bumper tests, and 9 triple bumper tests.
A preliminary investigation using various posynomial regression forms was performed. The fact that
many spacecraft, including Space Station Freedom, has sufficiently low curvature in primary areas
needing protection allows for the assumption of minimizing system mass per unit area. The "best"
intrinsically linear posynomial form resulting from this preliminary investigation is given by:

C s d

N+ I VtJ () - 1)" [1t

A linear least squares analysis results in:
K = 3.2586, a, = 1.0471, a2 = 0.3837, a3= 0.1780,

a4 =0.2979, as=-0.3397, an=-0.3249,aT=--0.4003, a.=-1.0158 [2]
with optimal bumper scaling functions (found through search) of

g(n -1) = n-1, h(n -1) =(n - 1)°ss [31
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From an analysis of variance, F tests, and correlation coefficient tests, the regressed model is found to
be both physically (from the f'itering of model forms) and statistically significant. The designer problem
statement is given by: Minimize system mass per unit area

n-I K
minW= I mi+ o [4]

(.= 01i=t "

where
K = 19.1257d-"'O VO {cos )j [5)

(N + 1)'.4"1 (n - 1) "

subject to the following constraint: The total separation (first bumper to wall) is limited toa prespecified
value

rn-I

.t ,Si = STr,
i--1

where mi = Pit, [61
We must determine the optimal values of the mass per unit area for the bumper(s) and wall, the optimal
individual separations, and the minimum system mass per unit area. (Sr.oTis the total separation between
the first bumper and the wall, and n- I is the total number of bumpers (n is the total number of plates).)
Using 0 degree of difficulty dual geometric programming, the minimum weight and globally optimal
areal densities are given by

0.67U. - 1)

0.(0.6786(n 78+(n-66 [K(0.6786(n - 1)035 + 1)]°M(' i.
I M9IlC -I) ImIll(.- I)

(f 1.091 l(n - 1) 0'-"I.'-IfO.6786(n -1) +(n - 1)f'65 1c°i-7i1i-if'

0,0.6786(n - 1)+(n - 1)0'.) 1.0 9 11 [71
m. = 8.Wo 18]

m.o =[ -(n - l)8JW0  [91

The optimal individual separations are given by

S.--- j=1,2,....n-1 [10]
'i. n -I

BASELINE PARAMETERS

The baseline parameters for an impact systemic parameter sensitivity study are given in Table 1.
Table 1. Baseline Systemic Impact Parameters

• Partle Diameter-,I cm
• Particle Density = 2.8 gm/cm'
• Particle Velocity = 5 km/sec.

Total Bumper/Wall Separation= 10 cnm
* NormalmImpact

• Balistic Limit (N i 1)

Figure 1 shows the sensitivity of optimal protective structures design variables (including optimal
number of bumpers) to particle diameter. Two transition regions are found, one between 0.25 and 0.5
cm and one between I and 1.25 cm. In these regions, the optimal number of bumpers changes from 2
to 3 followed by 3 to 4 due to increases in diameter penetrability. Thus, given sufficient separation, as
the threat grows in terms of particle diameter, there is a large incentive for adding bumpers. A sensitivity
of optimal protective structures design to particle velocity shows a relative lack of sensitivity of the
design over a fairly wide velocity range (3-7.5 km/sec). Although this sensitivity is more pronounced
than for the vaporization region, particle velocity uncertainties do not significantly drive the system
designer. Figure 2 shows the sensitivity of optimal protective structures design variables (including
optimal number of bumpers) to total bumper/wall separation. One transition region is found in this
sensitivity, between 10 and 15 cm. The optimal number of bumpers changes from 3 to4 over this range.
Thus, the greater the standoff distance, the more incentive to increase the number of bumpers in the
design. There is roughly a 25% weight reduction achieved by increasing the separation from 10 to 15



M~Iiuitibu per spacce ralI prote.. st~.1ructlures 523~

cm. A sensitivity of optimal protective structures, design to particle impact angle from normal found
no transition region to optimal number of bumpers. In fact, this sensitivity is remarkably flat. Impact
angle, thus, does not affect the system design for three bumpers. Figure 3 shows the sensitivity of
optimal protective structures design variables (including optimal number of bumpers) to particle density.
One transition region is found in this sensitivity, between 3.5 and 4 gm/cm3. Tie optimal number of
bumpers changes from 3 to 4 over this range, due to increased particle lethality. Figure 4 shows the
sensitivity of optimal protective structures design variables (including optimal number of bumpers) to
wall penetration factor (1 being ballistic limit). One transition region is found in this sensitivity, between
70 and 80% penetration. The optimal number of bumpers decreases from 4 to 3 due to decreasing
lethality.
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MULTIBUMPER PROTECTIVE STRUCTURES DESIGN TRADES

The baseline parameters and assumptions foran orbital debris analysis of multibumper systems is shown
in Table 2. The parametric sensitivities investigated are also shown in Table 3.

Table 2. Baseline Parameters and Assumptions

* Reaferece 10 Debris Environment Except
Particle Density =-2.8 gm/cm-

* 1997.2W7 Mission Timeline
* Alti•ude=-398km
Inclination = 2&.5 iIeg"

Total Mission PNP = 0.9733 (Lab.Jab.,,odeNode with
Cupola,2 LOX Cryo%2 N2 (ryo,0.99551ekement)

Total Debris Area=603 m'
"*0.8* Mulafibwupa~

Wi indwriShatta Regression Intgrated)
* Total Bumpe#WaU Separatio = 10 cm

S Ballistic Limit

Table 3. Parametric Sensitivities

* Mission Start Year:. 1997-2005
* Mission Duration: 5-30 years

* Average Mission Altitude: 200-1000k
* Total Mission PNPh 0.8-0.99

* Total Debris Area:S.: "100.t000 m2

.TOal Bum:per/Wall
Separation: 5-30 cm

Figure 5 shows the sensitivity of optimal protective structures design variables (including optimal
number of bumpers) to mission start date. Note the strong sensitivity to start date over the years from
2000 to 2003. The optimal number of bumpers remains constant at one for mission start dates through
2005. Figure 6 shows the sensitivity of optimal protective structures design variables (including optimal
number of bumpers) to design life. A transition region from one bumper to two (and then from two to
three) is found in the 10-15 year (25 to 30 year) duration range. The shape of this curve is partly
reflective of the space debris growth rate model and partly reflective of the solar flux effect. Figure 7
shows the sensitivity of optimal protective structures design variables (including optimal number of
bumpers) to average mission altitude. Two transition re$ions are found, one between 400 and 500 km
altitude and one between 600 and 700 km. In these regions, the optimal number of bumpers changes
from I to 2 (and then 2 to 3) due to increased particle threat. Figure 8 shows the sensitivity of optimal
protective structures design variables (including optimal number of bumpers) to total mission probability
of no penetration. A transition from I bumper to 2 is found in the region between 0.98 and 0.99 PNP.
This corresponds to element PNP's between 0.9966 and 0.9983. Figure 9 shows the sensitivity of
optimal protective structures design variables (including optimal number of bumpers) to total mission
debris area. A transition region is found between 800 and 900 in'. In this region, the optimal number
of bumpers changes from I to 2 due to increases in particle threat size. Figure 10 shows the sensitivity
of optimal protective structures design variables (including optimal number of bumpers) to total
bumper/wall separation. No transition region is found from 5 to 30 cm total separation. An increase
in total separation from 10 to 15 cm results in a 30% reduction in weight.
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INTRINSICALLY NONLINEAR REGRESSION FOR MULTIBUMPER
PROJECTILE SHATTER

An intrinsically nonlinear regression form to predict reactions to hypervelocity impacts of multiplate
structures has been developed and is given by

T 9%, -; ,,f t o 11 T.J • -0 11 , '.ýjj j -') Oil . n -[

Models for T= 1,2,3 have been generated. Residual plots, extra sum of squares analyses, and ballistic
limit curves have been generated. The T=2 model has been selected as best representing the physical
phenomenology, while maintaining significant statistical improvements over the intrinsically linear
model. Optimization and system trades are currently under development

CONCLUSIONS

HYPERVELOCITY IMPACT IMPLICATIONS
1. Because the optimal number of bumpers increases with increasing particle diameter, more emphasis
should be placed on performing hypervelocity impact testing and analyses for larger particles impacting
multiple bumper systems. (Note transition regions between d=0.25 cm and d=0.5 cm (and 1 to 1.25
cm) particle sizes.)
2. Since the protective structures design sensitivity to velocity is relatively flat with constant optimal
number of bumpers = 3, less concern should be placed on hypervelocity impact analyses and testing to
determine the effects of small velocity differences, and more emphasis should be placed on under-
standing transition regions from projectile shatter to melt and vaporization.
3. Because the optimal number of bumpers as a function of total separation varies from 3 to 4, more
hypervelocity impact tests and analyses should be performed for larger separations and more bumpers.
4. Because of the small sensitivity of optimal number of bumpers to impact angle, fewer hypervelocity
impact analyses and tests should be conducted for multiple bumper configurations.
5. Because the optimal number of bumpers for large ranges of particle density varies from 3 to 4,
additional hypervelocity impact tests and analyses should be performed for these particle mass densities
and more bumpers.
6. Due to the fact that the minimum system mass per unit area is fairly sensitive to wall penetration
factor, additional hypervelocity impact analyses and tests should be performed to provide a better
understanding of spallation.

SPACE STATION FR.EEDOM IMPLICATIONS
1. Optimal areal densities are equal for bumper(s).
2. Optimal bumper(s) and wall areal densities are generally not equal.
3. Wall areal density generally dominates bumper areal densities.
4. Optimal individual separations are equal.
5. Optimal protective structures design is very sensitive to design life.
6. Transition region from 1 to 2 (and 2 to 3) bumpers is between 10 and 15 (25 and 30) year design
lives.
7. Optimal protective structures design is very sensitive to average mission altitude above 400 km.
8. Transition region from 1 to 2 (2 to 3) bumpers is between 400 and 500 (600 and 700) km altitudes.
9. Optimal protective structures design is very sensitive to mission PNP above 0.97.
10. Knee of the PNP curve is compatible with baseline requirement of 0.9733.
11. Transition region from I to 2 bumpers is between 0.98 and 0.99 PNP. (0.9966 and 0.9983/element).
12. Optimal protective structures design is very sensitive to total debris area.
13. Transition region from 1 to 2 bumpers is between 800 and 900 in 2.
14. Optimal protective structures design is sensitive to total bumper/wall separation between 5 and 20
cm.
15. Knee of the separation curve appears to be between 10 and 15 cm.
16. Shift to 15 cm separation results in about 30% reduction in protective weight.

STATISTICAL REGRESSION IMPLICATIONS
1. Intrinsically linear posynomial regression can be performed to statistically significant levels for
multiple bumper hypervelocity impact reactions.
2. Residual plots appear to be normal.
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RECOMMENDATIONS

I. Perform second order sensitivities.
2. Perform PNP requirements balancing among critical elements.
3. Investigate configuration build-up timelines/augmentation.
4. Continue exploration of intrinsically nonlinear regression.
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RECOVERY OF MATERIALS IMPACTED AT HIGH VELOCITY*
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ABSTRACT

Hypervelocity impact can produce unique effects in materials, including crystal structures,
microstructures, and properties. Examples include impact-driven shock waves to synthesize novel
materials 1 mm and I gim thin shocked to pressures up to 100 GPa (1 Mbar), preferential
crystallographic alignment achieved by taking into account the shape and size of powder particles, and
high-pressure phase transitions quenched in geological materials. Thin specimens are used to achieve
the highest quench rates. Methods are described whi•h show thyt the experiments can be performed by
precooling or preheating specimens in the range -170 to +1000 C. Calculational results for the quartz
experiments show the importance of computational simulations to determine the pressure history in the
specimen.

INTRODUCTION

Hypervelocity impact produces high dynamic pressures and temperatures. The rates of both the
application and of the release of pressure and temperature are very large for bulk materials. Maximum
shock pressures typically range from 1-100 GPa (0.01 to 1 Mbar) and temperatures can reach up to a
few 1000 K for times of about a gsec. During application of pressure, strain rates can exceed 108/s
(Chhabildas and Asay, 1979). Calculated quench rates from extreme conditions reach up to 1012 bar/s
and 109 K/s (Nellis etal., 1986; Nellis Zt al, 1988). These quench rates are the physical limits in
macroscopic bodies because they occur at the speed of sound. Shock pressures of 100 GPa can be
achieved in specimens embedded in Cu by planar impact of Cu onto Cu at velocities near 3.4 km/s.
This velocity is easily reached with a two-stage light-gas gun using He driving gas. The extreme
conditions reached can achieve unique effects in terms of microstructure, crystal structure, and resulting
properties. The purpose of this paper is to describe a variety of techniques used at high dynamic
pressure to induce and investigate changes in the structure and properties of recovered materials.

Advantages of gas gun experiments include the fact that thin specimens can be used to obtain very high
quench rates into surrounding metal, for example, and that specimens weighing a gram or less can be
used. Thus, the high-rate quenching limits of the shock technique can be investigated Also, because
of the small masses, many materials available only in research quantities can be subjected to high
dynamic pressures and the structures and properties of the recovered materials can be characterized.

Gas gun experiments will be described below in which mm and gim thin specimens, usually 10 mm in
diameter in our experiments, are recovered from pressures up to 100 GPa and characterized. Preferential
crystallographic alignment and associated changes in physical properties are achieved by taking into
account particle shape and size. High pressure phase transitions can be quenched by choosing relatively
thin specimens with highest quench rates. Natural phenomena, such as explosive volcanism, can be
simulated in the laboratory. Recovered microstructures can be compared with those in nature to obtain
information about possible mechanisms of naturally occurring microstructures. Conditions achieved in
recovery experiments and their time histories are obtained generally by computational simulations,
illustrating the importance of calculations for characterizing dynamic histories of specimens. Initial
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specimen temperature can be precooled to about -1700 C or preheated up to about +1000° C. By
varying initial temperature the phase and microstructure of the recovered material might also be effected.

SYNTHESIS AT 100 GPa (1 MBAR) PRESSURES

The first example is chosen to illustrate that metastable phases can be synthesized by application of
pressures as large as 100 GPa (Neumeier et a, 1989). The high pressures and temperatures can drive
some materials into a metastable high pressure phase and the fast quench offers the possibility of
retaining the metastable phase on release. The example is the synthesis of metastable cubic A15-phase
Nb3Si from the nonsuperconducting tetragonal Ti3P phase by application of 100 GPa pressures. The
research size experiment is shown in Fig. 1, which uses a 6.5 mm-long 20 mm-bore two-stage gun. The
muzzle of the gun and the recovery fixture are contained in an evacuated target chamber to minimize the
generation of sound and the effect of friction. The specimen was 12 mm in diameter and 1.5 mm thick
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launchtube Projectile I
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I I I

S/ISteel
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Fig. I. (a) Cross-sectional schematic of system for subjecting specimens to
100 GPa (1 Mbar) shock pressures. Liquid N2 chamber is used for
precooling. Flash x rays measure impact velocity, which is used to
calculate impact pressure. Evacuated target chamber is not shown. (b)
Expanded view of one type of specimen capsule in recovery fixture.



and weighed about a gram, which is sufficiently large for several characterizations. The Cu recovery
capsule was chosen for its ductility to avoid fracture, for its high thermal conductivity for quenching,
and for its good shock impedance match to the specimen and to the surrounding steel fixture. The Pb
ring is a heavy tamper to maintain the integrity of the steel fixture when a hig' pressure shock wave
diverges from the impact point out along the steel surface. Without the Pb ring a crater is formed rather
than a relatively simple recovery. For small residual temperatures and larke thermal quench rates, the
recovery fixture was precooled to near liquid N2 temperature, about -170 C (100 K). A Cu impactor
plate 2 mm thick was used to generate pressure. Total thickness of the impactor was 7.8 mm with a 20
mm diameter; total projectile mass was 8.7 g.

An advantage of this gun technique is that an impactor weighing less than 10 g interacts with the
fixture. The much heavier gunpowder and driving gas are decoupled from the impactor and target when
the impactor enters the evacuated target chamber. The relatively small impactor minimizes the
momentum and kinetic energy which must be dissipated in the fixture and causes the high dynamic
pressures and temperatures to be localized in the immediate vicinity of the specimen. This means that
most of the steel backing material can maintain its strength for effective containment, because most of it
is essentially unheated by the strong shock wave generated by impact.

The synthesized cubic A15 phase is superconducting and so superconducting properties can be used to
characterize the shocked specimen. Characterizations wi-h x rays, optical microscopy, electrical
resistance, magnetic susceptibilty, specific heat, upper critical magnetic field, pressure dependence of
superconducting critical temperature Tc, and annealing studies were reported previously. Basically, 82
GPa induces a partial phase change, as seen by the electrical restistance. 100 GPa shock pressure
induces a single superconducting transition at 18 K, as seen by the electrical resistance. Analysis of the
bulk specific-heat data indicates that about 67 % of the specimen converted to the A15 phase. Greater
conversion efficiencies might be achieved by using starting specimens with a higher fraction of the
tetragonal phase and using thinner specimens for faster effective quench rates to retain the high pressure
phase.

THIN FILMS AT 100 GPa PRESSURES

In order to test whether thin specimens could be recovered intact from very high pressures and very
high quench rates, we embedded ductile films in a ductile metal matrix with high thermal conductivity
and shocked the specimen capsule to 70 and 100 GPa (Koch tLaL, 1990). The recovered films were
examined by scanning and transmission electron microscopy, SEM and TEM, respectively. Four Nb
dots 3.2 mm in diameter and 1, 2.5, 5, and 10 gm thin were sputter-deposited on a machined Cu
substrate 3 mm thick and 19 mm in diameter. A Cu film about 5 Jim thin was sputter-deposited over
the substrate, providing a protective coating on the Nb dots. A Cu layer 3 mm thick was then
electroplated over the sputtered Cu layer. The Cu piece was machined to a thickness of 6 mam, with 3
mm of machined Cu, 3 mm of electoplated Cu, and the Nb films embedded in between. The Cu piece
was then used as the specimen capsule in Fig. I and maraging steel was used for the steel recovery
fixture. The latter was chosen for its high strength to inhibit deformation of the Cu capsule. The fact
that maraging steel is brittle does not matter significantly, because it fractures after high pressures are
released, leaving the Cu specimen capsule separated from the steel recovery fixture. Cu impactors were
accelerated to velocities of 2.7 and 3.4 km/s by the 6.5-m-long two-stage gun; hhe impact pressures
produced were 72 and 97 GPa.

Specimens were characterized by optical and electron microscopy, as reported previously. The three
thinner films shocked to 100 GPa essentially retained continuity. The Nb film originally 10 gim thin
was penetrated by Cu in many places with the widths of the perturbed region being about twice the
thickness of the starting film. The film shocked to 70 GPa was also essentially intact but it separated
nearly completely at the interface of the machined Cu substrate and the vapor-deposited Cu, indicating
that most of the Nb films adhered more strongly to the vapor-deposited Cu film. These results show
that Nb films can be recovered nearly intact from dynamic high pressures. However, specific results for
other materials are probably material and preparation dependent

This method was used successfully with C60 tullerenes. For relatively thick 100-jim powder layers,
Raman spectroscopy showed that C60 is stable up to about 17 GPa shock pressure, where a continuous
transformation to graphite begins. Above 50 GPa nanocrystalline or amorphous C is observed (Yoo
and Nellis, 1991). For a relatively thin 2 pm C60 film layer, a diamond like phase, and other C phases,
are found with TEM after a shock pressure of 69 GPa (Yoo etal, 1992). Thus, specimen pressure,
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temperature, morphology, and quench rates via specimen thickness could be investigated
systemmatically to investigate the synthesis of various C and other metastable phases.

PARTICLE SHAPE AND SIZE

The shape and size of particles can sometimes be used to determine the microstructure and physical
properties of a shock compact (Weir etal., 1991). A representative example is the superconducting
compound Ri2Sr2CaCu2O8, often referred to as BSSCO. This compound can be made in powder form
with partcles having a platelet shape; that is, particles can be made with a cross sectional area and
thickness such that the cross sectional dimensions in the plane of the platelet are large compared to the
thickness of the platelet. In this ca.,- the a and b directions of the crystal structure are in the plane of
the platelet particle and the c-axis crystallographic direction is normal to tL.; plane. The ab plane is
also the high current plane in BSSCO. The observed particle shape suggests using particles of
relatively uniform size and tapping them into the specimen fixture, so that the platelets lie flat in the
fixture. In this way the high-crrent ab plane can be arranged to lie in the plane of a compact. By
restricting particle size to be relatively uniform, all particles experience each other on settling and tend
to align crystallographically. If, for example, a wide range of particle sizes were used, it would be
possible for relatively small particles to misalign themelves between relatively large particles. It also
happens that BSSCO is quite ductile, so that this material tends to flow under shock loading, rather
than fracture. As a result shock compaction tends to bond BSSCO particles together into a compact
with aligned grains. In this case the dominant effect of the shock appears to be oxygen disordering
rather than microcracking. The compacts still need to be annealed in oxygen at sufficiently high
temperature to order the oxygen atoms, while keeping the temperature sufficiently low to prevent atomic
disorder in the ompound. This temperature is about 800 C from annealing studies.

Our shock compression experiments on BSSCO were performed using the fixture of Fig. 1, with the
exception that the Pb ring of Fig. 1 was replaced with steel to produce a one-piece steel recovery
fixture. Also, since the goal was to compact powder with shock induced defects, pressures were in the
range for bonding particles dynamically rather than synthesiz. _ new phases, 3.5 to 13.5 GPa. The
powder was sifted into various sizes using commercial sieves and specimens were 0.5 mm thick and 10
mm in diameter.. Specimen characterization was performed using optical microscopy, x-ray dif, r-, don,
SQUID magnetometer, TEM, and electrical resistance.

A shock compact made this way has a substantial amount of preferential crystallographic alignment. As
a result, the magnetic properties are expected to vary substantially depending on whether the applied
magnetic field is perpendicular or parallel to the plane of the preferentially aligned specimen.
Measurements showed that this anisotropy can range up to a factor of about 7. Based on the x-ray and
magnetic data, a 10 GPa shock produced a relatively well aligned compact with particle sizes of 5 to 10
pm, while the poorest x-ray alignment and magnetic anisotropy were obtained with particle sizes less
than 5 gam. Thus, particle size, shape, and alignment can have a significant influence on properties of
shocked materials.

QUARTZ

Shock-loading of quartz produces microstructures and phase transformations which geologists use to
identify and analyze sites of meteorite impact. These phenomena are interpreted using shock-wave data
and shock recovery experiments. Experiments are typically performed on Single crystals, and the goal is
to characterize the type of deformation associated with each set of shock leading conditions. Because
meteorite impacts often occur on hot or cold planetary surfaces, we use preheated and precooled targets
to explore the role of target temperature in shock deformation and transformation of quartz (Gratz cItaL,
1988, Gratz eLg., 1992) The experiments also provide fundamental information on the kinetics of
shock-induced amorphization. Transmission electron microscopy (TEM) is thn fundamental tool for
studying the submicron features induced by loading. Computer simulation of loading history is crucial
for estimating pressure-time history.

To achieve initial temperatures from room temperature up to as high as +1000° C, specimens are placed
in metal holders, wvhich iii turn are placed in the recovery fixture illustrated in Fig. 2. Room
temperature experiments omit use of the furnace in Fig. 2. To achieve high initial temperatures, the
recovery fixture is placed inside a ceramic furnace, as shown. Friedrich Horz at the NASA-Johnson
Space Center provided the design for the furnace heater. For both precooled (Fig. 1) and preheated
experiments (Fig. 2), initial temperatures are monitored with thermocouples on the recovery fixture
until a few seconds before firing the gas gun. Equilibrated temperature of the fixture is maintained for



several minutes or longer prior to each shot. Quartz single crystals were shocked in this fashion to
pressures of 12, 22, and 27 GPa (see below); initial temperatures were -170, 20, 500, 800 and 1000°C.
Following each shot, the specimen remains for several minutes in the target chamber. For initial
temperatures of 500'C and greater, the shocked fixtures were placed in an oven at 200'C and the fixture
was allowed to cool over several hours to minimize thermal shock and to simulate cooling of an ejecta
layer. Specimens preheated to 800'C and 1000°C are in the P3-quartz and tridymite stability fields,
respectively. There is no evidence that P3-quartz deformed differently than ct-quartz nor that tridymite
was formed.
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Fig. 2. Schematic of recovery fixture for experiments initially at room
temperature or at high temperatures. The oven is used to achieve high
temperatures; it is not used for room temperature experiments. The
screw-in plug of the specimen capsule fixes the specimen in place, so
that it is surrounded by a metal capsule, supported and surrounded by a
recovery fixture.

Quartz specimens were taken from the same Brazilian single crystal used in previous shock experiments
(Gratz ta.L, 1988). All specimens were highly-polished, initially-transparent disks 11 mm in diameter
and 1.5 mm thick. The crystals were x-cut, i.& the normal to each disk was parallel to the a <1120>
crystal direction. Planar surfaces are polished flat to <0.5 ptm. Specimen thickness varied by <10 pm in
most cases and <20 ptm in all cases. TEM of the starting material reveals no dislocations, implying
dislocation densities of <10 6/cm2.

The shock experiments initially at room temperature were simulated using the Lagrangian finite-
difference wavecode Toody, which incorporates a two-phase model capable of describing arbitrary
transformation kinetics (Swegle, 1990). The model is calibrated for x-cut quartz based on Hugoniot
data. It includes a two-wave structure when the elastic wave is not overdriven, a mixed-phase regime in
which both quartz and a high-pressure phase are present, and allows for residual strength in the
compressed mixture. Shock-transformed quartz is assumed to have physical properties close to
stishovite, and the high-pressure phase mixture remains frozen until the equilibrium phase boundary is
crossed, at which time reversion occurs.

Peak stress and temperature were attained by a series of 3-5 reverberations (Fig. 3). This loading is
quasi-isentropic, in contrast to single-shock loading attained in Hugoniot experiments. The calculated
peak stresses (14, 22, 27 GPa) are distinctly different from impact shock pressures obtained by
impedance match calculations (12, 24, and 32 GPa). The peak stress duration is short for 22 and 27
GPa experiments, lasting for -0.1 ps. The stress history is slightly different for the low-stress
experiment, which used a simple lexan impactor. The fact that peak pressure is achieved by a multi-
shock reverberation process means that the mean bulk temperature of the specimen is lower than that
achieved by a single shock to the same pressure. Preheating the specimen permits the achievement of
final pressures and temperatures representative of single-shock Hugoniot states of quartz initially at
room temperature or hotter. Temperatures are estimated by adding the initial temperatures to the
calculated ones. Post-shock temperatures are taken from Raikes and Ahrens (1979), and provide for
100, 160 and 200 C heating at the three shock pressures. It should be noted that calculated post-shock
temperatures are mean bulk temperatures. The microstructures described below are due primarily to
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heterogeneous deformation. The calculated pressures and temperatures achieved were overlaid on the
equilibrium silica phase diagram of Frondel (1962) and Akaogi and Navrotsky (1984), in which
stishovite is the equilibrium high pressure phase. Microstructural investigations showed that
essentially none of the equilibrium stishovite phase was recovered.

Two-dimensional calculations reveal a nonuniform pressure distribution across the sample (Fig. 4).
However, the local differences in stress history are primarily minor variations in unloading. The peak
stress achieved at any point in the sample is very close to that estimated from a simple I-D model, and
peak deviatoric stresses reach -5 GPa. Early lateral release should have occurred in the low-pressure
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Fig. 3. Calculated stress histories in a-quartz specimens calculated with a one-
dimensional hydrodynamic computer code.
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Fig. 4. Stress profiles for three locations in the cc-quartz specimen at 22 GPa
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experiment only. This results in a slightly lower peak stress, 12 instead of 14 GPa. All TEM foils
were taken from the mid-radius of the sample.

At low stresses (7-10 GPa), shock produced abundant fractures (sometimes in narrow, planar sets),
Dauphind twins, and microfault zones. The last are shear fractures on which frictional melting occurs,
leading to a zone of melt mixed with crystallites. Such melting, which is analagous to intergranular
melting in shock compacted powders, is important. These melts are later injected throughout the
specimen and serve to cement it together.

Higher shock stresses (>10 GPa) induce additional features: transformation lamellae (layers of glass,
highly-fractured material, and/or stishovite up to 100s of nms wide), and unresolved contrast lamellae
(layers whose defect density is too high to resolve individual features). Transformation lamellae in
particular are unique to shock metamorphism, and their nature and genesis remain uncertain. They
commonly occur in plaaes of zero shear stress, and possess complex substructures. That is, narrow,
(0001) transformation lamellae are seen at pressures below 15 GPa, whereas wide (>20 nm), (10in)
transformation lamellae, often with oblique sublamellae, are produced at pressures of -18 GPa and
above. We interpret these as the loci of lattice collapse, with no evidence for significant production of
either crystalline phases or melt.

At the highest shock pressures, transformation lamellae dominate the sample which becomes completely
amorphous. Our experiments show the pressure required for complete amorphization is sensitive to
initial temperature, ranging from 35-40 GPa at To=20*C and -22 GPa at To=1000°C. Thus, for
example, significantly increased amorphization is expected on hot planetary surfaces compared to cold
ones; cold surfaces are expected to produce highly disrupted ejecta. Because the extent of
amorphization is often used to estimate the pressure experienced by natural impactites, these results
emphasize the importance of allowing for pre-shock temperature.

With increasing shock pressure, the quartz Hugoniot moves gradually from the quartz hydrostat to that
of a denser phase in the range 10-40 GPa as quartz progressively transforms to a dense, disordered
phase. The extent of the phase transformation corresponds to the abundance of transformation lamellae
induced by shock. Our TEM observations show that there is very limited or no production of high-
pressure crystalline phases due to kinetic limitations. However, the detailed structure of the dense
Hugoniot phase is not known but it has an equation-of-state very close to that of stishovite. The term"mixed-phase region" (Grady etal,, 1974) is used to describe shock loading conditions which result in
P-V states intermediate between that of crystalline quartz and of shock-transformed quartz.
Measurements on thick samples (Podurets eLtaL., 1977) implied that this assemblage is formed close to
the shock front. Thus, the lamellae are expected to form by propagation of linear collapse zones at or
near the shock front. During release, the densified, amorphous quartz expands to form diaplectic glass
with no signs of melting or flow, in contrast to fusion glass. Recently, quasi-static compression
experiments in the diamond-anvil cell above -10 GPa have also produced gradual amorphization which
becomes complete by -35 GPa (Hemley et al., 1988), and molecular dynamics (MD) simulations have
essentially reproduced the amorphization process (Tse and Klug, 1991). Indeed, the process of pressure
amorphization is now recognized in a wide range of silicates, as well as other oxides and iodides. The
process of pressure amorphization, first recognized in shock experiments, is thus proving to be a general
phenomenon associated with kinetically-frustrated phase transformations. Our results indicate the
importance of varying initial temperature in future experiments on pressure-amorphization.

CRISTOBALITE

Whereas shock of brittle single crystals often causes disaggregation, shock-loading of oxide powders
can induce the opposite effect, cementing the particles into tough aggregates. We conducted a series of
shock compaction experiments on cristobalite, the high-temperature and low-pressure polymorph of
SiO2, found in volcanic rocks and devitrified glasses. This provides an opportunity to study, for the
first time, phase transformations of this form of silica while exploring shock compaction of silica
powders.

Like quartz, we find that shock caused amorphization, although the shock pressure was considerably
lower (between 22 and 27 GPa) than in quartz (-35 GPa). Unlike quartz, the transformation does not
proceed along lamellae; also unlike quartz, the "mixed-phase" regime is quite narrow, <5 GPa wide and
possibly much smaller. Despite these differences in transformation kinetics, physical properties of the
diaplectic glass made from cristobalite are very close to those of diaplectic glass made from quartz,
suggesting that both forms of silica transform to the same, disordered, high-pressure phase.
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In contrast to the microfaulting, which broke quartz single crystals into small islands, the cristobalite
grains remain intact both above and below the amorphization pressure. Melting is Cxtensive but
confined to the grain boundaries, where it created a bubbly glass which cements the grains into a tough
composite with porosity <2%. The assemblage produced is unique, consisting of a pressure glass
cemented by a fusion glass. Work on other systems show that yet higher pressures result in total
melting. Thus, shock-loading presents a range of alternatives for converting powders into consolidated
aggregates with novel properties.

LABORATORY SIMULATION OF EXPLOSIVE VOLCANIC LOADING

The discovery of an It-rich clay layer at Cretaceous/Tertiary (K/T) boundary layer sites (Alvarez tal.,
1980) has been used as evidence that the boundary and accompanying mass extinctions were caused by
hypervelocity meteorite impact. Detection of certain deformation features in boundary layer quartz and
feldspars (Bohor et al., 1984) strongly supports an impact origin. An alternative hypothesis states that
deformation observed in the K/T boundary was caused by intense volcanism (Officer and Drake, 1985).
This issue has been investigated extensively and references were reported previously (Gratz eLtal.,
1992a). We have simulated explosive volcanism in the laboratory in order to compare microstructures
of material recovered in the laboratory with mate, ial from the K/T boundary to learn if explosive
volcanism could be responsible for the observed effecL

The purpose of the experiment is to pieheat a rock specimen to about 6000 C, impact it with a low-
velocity projectile to obtain pressures comparable to explosive volcanism, recover the rock specimen,
and determine the microstructure of the recovered pressurized minerals. The experiment is illustrated in
Fig. 5. The granite specimen is preheated in a furnace to 6000 C, a temperature representative of rock
around a volcanic intrusion, and impacted by plastic at a few 100 m/s to obtain pressures up to 1.3 GPa.
This is a high pressure to contain brittle rock and the process is expected to be representative of strong
explosive volcanism. Granite was chosen because it contains quartz and other silicate rocks found in
the K/T boundary. The impact ejecta is trapped in the foam and is found in the form of small particles,
which are examined by optical microscopy and TEM.

The dynamic pulse reduced the rock to sand-sized and larger particles ranging from about 100 pmn up to
about 5 mm. Most fracturing was intergranular and individual fragments were essentially undamaged.
No evidence was found of other deformation features. Thus, deformation features commonly observed
in the K/T boundary and associated with shock metamorphism were not found in these specimens. Our
conclusion is that meteorite impact is the only hypthesis capable of explaining the microstructures
characteristic of shocked quartz and feldspars found in the K/T boundary layer.

Foam

Projectile
._• / .• furnace

6 .•v=100-400 m/s

Target
Ejecta

Retrieval
Fixture

Fig. 5. Schematic of experimental setup to simulate volcanism in the
laboratory. A plastic projectile at a few 100 m/s impacts a preheated
granite disk, producing ejecta which is caught in foam.
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CONCLUSION
This paper describes techniques for subjecting a variety of materials to dynamic high pressures and
recovering them for characterization of material structure and proprereties.

*This work was performed under the auspices of the U.S. Department of Energy under Contract No. W-
7405-ENG-48. The gas gun was operated by N. A. Hinsey who performed most of these experiments.
This work was supported by the LLNL Branch of the University of California Institute of Geophysics
and Planetary Physics and by H Division.
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ADVANCED SHIELD DESIGN FOR SPACE STATION FREEDOM

G. D. OLSEN and A. M. NOLEN

National Aeronautics and Space Administration
George C. Marshall Space Flight Center, AL 35812

ABSTRACT

Due to the predicted increase in the severity of the orbital debris environment in low-Earth orbit, the
baseline meteoroid/debris protection system for Space Station Freedom (S.S. Freedom) must be
augmented on orbit. In response to this need, an advanced shield design effort is underway at NASA's
Marshall Space Flight Center (MSFC). The results to date of this program are presented.

A series of 18 hypervelocity impact tests were conducted at MSFC's Space Debris Simulation Facility.
These tests consisted of launching aluminum projectiles at velocities up to 7 km/s to evaluate various
design solutions. Parameters investigated include shield material and geometric configuration
(thickness, spacing, orientation, and arrangement) in relation to the baseline aluminum "Whipple"
bumper.

The results of the hypervelocity impact tests are presented. Comparison with protection offered by the
baseline protection system is made. Evaluation of protection offered by candidate augmented systems
and hydrocode simulations is performed. An assessment of the often-overlooked structural design
considerations such as launch loads, on-orbit loads, extravehicular activity requirements,
maintainability, etc., is presented. These analyses lead to the identification of a candidate system to
augment the baseline meteoroid/debris protection system for the habitable modules of S.S. Freedom.

INTRODUCTION

The evolution of the standard dual-sheet aluminum Whipple shield for providing protection for
spacecraft from meteoroids and orbital debris is well documented (Whipple, 1947; Cour-Palais, 1969;
Swift and Hopkins, 1970) The baseline protection system for the habitable modules for S.S. Freedom
consists of a dual-sheet structure for its initial 10 years of operation.

With the adoption of the revised orbital debris environment model (SSP 30425, 1992), it is evident
that additional shielding will be required to provide the level of protection specified by program
requirements. The "new" environment raised the orbital debris flux (number of particles at a given size
and velocity per square meter per year) by an order of magnitude over the original model adopted by
the S.S. Freedom program. Tests and analyses show that additional protection will be required to meet
the initial requirement of 0.9955 probability of no failure per element per 10 years, as well as the 30-
year life of the station.

In this effort, shield configurations were evaluated in terms of design and operational simplicity as
well as penetration resistance. All too often, shield protection systems are designed based on
protection afforded and shield weight alone. The often-significant support structure mass is neglected.
With the advent of long duration spacecraft such as S.S. Freedom, on-orbit loads, extravehicular
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activity, and maintainability become design drivers. Candidate configurations are evaluated in terms of
all of these factors.

S.S. FREEDOM BASELINE PROTECTION SYSTEM

To meet the prescnbed p. obability of no failure, the baseline protection system for the habitable
modules consists of a single aluminum shield spaced a finite distance from the pressure wall as shown
in Fig. 1. The shields cover the Habitation, Laboratory, and Pressurized Logistics Elements as well as
the Resource Nodes. Kali and Stokes (1992) provide a thorough overview of the meteoroid/debris
protection system.

The means by which the Whipple bumper system protects the spacecraft is illustrated in Fig. 2 (Elfer
and Kovacevic, 1985). The bumper is designed to fragment, melt, or vaporize the projectile and
disperse its energy over a wider area on the rear wall. If the bumper is too thin, the projectile will not
be shocked sufficiently to disperse the energy. Conversely, if the bumper is too thick, the system
weight increases and bumper fragments can be projected onto the rear wall. The pressure wall must be
designed to withstand the blast loading and fragments present in the debris cloud generated at the
impact site.

For S.S. Freedom, the pressure wall thickness is set at 0.3175 cm of 2219-T87 aluminum. With the
adoption of the new environment, the present system will not adequately defeat the increase in
projectile mass. National Space Transportation System launch weight restrictions prohibit the addition
of more shielding, and envelope constraints deny increased standoff distance prior to launch.

0.081,0.127 or 0.203 cm/ 6061 -T6 Aluminum

Multi-Layer
Insulation

10.72

"� 0.3175 cm

2219-T'87 Aluminum

Fig. 1. S.S. Freedom Baseline Meteoroid/Debris Shield

ORIGINAL
PAR TICLE

""JECTA THROUGH

STANDOFP VAPOUR CRATER

DITAC CLOUD ANO DUE ro
BUMPR .PARTICLES OF INDIVIDUAL
BUMPER A & PROJECTILE PARTICLE

VAP. U" PALLING

e 4'• • • • CLOUD

PARqT T Tý

Hlypervelocity impact will fragment/melt/ The rear wall must then survive the
vaporize the projectile and bumper. fragments and blast loading.

Fig. 2. Whipple Bumper System (Elfer and Kovacevic, 1985)
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EXPERIMENTAL PROCEDURE

This program examined two different approaches to augment the existing S.S. Freedom
meteoroid/debris protection system. The first approach consisted of placing an additional shield
between the existing bumper and pressure wall. The second approach placed the augmentation in front
of the existing baseline configuration.

Each test was performed at MSFC in the Space Debris Impact Facility (Taylor, 1987). The facility
consists of an instrumented two-stage light gas gun capable of launching projectiles 0.3175 to 1.27 cm
in diameter at velocities from 3 to 7 km/s. A schematic of the facility is shown in Fig. 3. Projectile
velocity measurements are accomplished by a pulsed x-ray system and a Hall photographic station. A
description of the test article for each shot is listed in Table 1. Some factors were held constant for
each test. An 1100-0 aluminum spherical projectile was used for each test along with a 0.3175 cm
2219-T87 aluminum panel to simulate the pressure wall. Each test also had a 20-layer multilayer
insulation (MLI) blanket located halfway between the baseline shield and the rear wall. Impact
parameters for each shot are listed in Table 2 along with the impact damage to the rear wall.

Stippers and velocity
measuring section

Barrel Small test chamber Pressure tank

High-pressure 7Extension tube
section Door,, •

Pumnp tube/

Breech /

Hall station sl aHolding tetdure,
(veloctty detection) seal, and test article

Intermediate test chamber
(location of Cordin High Speed Camera)

Fig. 3. MSFC Space Debris Impact Facility

TEST MATRIX AND RESULTS

Two different approaches were taken to investigate means of augmenting the existing protection
system. The first consisted of placing an additional shield between the existing bumper and pressure
wall. The function of an intermediate shield is to reduce the debris cloud's largest fragment size and
velocity which, in turn, alters the lnc.zicsc l,,dJinp on the rear wail (Piekutowski, 1991). Although
studies of more sophisticated intermediate shields are underway (Zwiener, et al., 1992), style 710
Kevlar® cloth (8 ounces per square yard) was chosen for shots 1323, 1325, and 1333 based on
previous work by Elfer (1988).

Test 1323 consisted of placing four layers of Kevlar® immediately in front of the MLI and replacing
the 0.127-cm bumper with a 0.102-cm bumper. The total areal density of this configuration is
approximately 11.5-percent greater than that of the baseline system. The projectile impacted the
bumper at 45' obliquity. From an interpolated ballistic limit curve for the baseline system (Bjorkman,
1991), the ballistic limit velocity for a 0.635-cm projectile is 7.1 km/s. No perforation resulted.
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Table 1. Test Article Data

Test Config Total Bumper 1-a Bumper 2 Bumper 3 Bumper 4 Total
No. S/O t Area! t Areal t Areal t Areal Areal

cm cm Den cm Den cm Den cm Den Den
9/cm A2 glcmA2 g/cmA2 g/cmA2 g/cm A 2

1323 IB 10.16 0.102 0.276 4 Layers-b 0.109 0.384
1325 CorrIB 10.16 0.102 0.276 4 Layers-b 0.109 0.384
1333 IB 10.16 0.102 0.276 3 Layers-b 0.081 0.357
1334 CorrIB 10.16 0.102 0.276 0.051 0.138 0.413
1353 DR 30.48 0.127 0.345 0.127 0.345 0.689
1354 DR 30.48 0.127 0.345 0.127 0.345 0.689
1369 DR 30.48 0.127 0.345 0.127 0.345 0.689
1370 Hyb MS 40.64 0.081 0.221 2 Layers-c 0.088 2 Layers-c 0.088 0.127 0.345 0.741
1371 Hyb MS 40.64 0.081 0.221 2 Layers-c 0.088 2 Layers-c 0.088 0.127 0.345 0.741
1372 Hyb MS 40.64 0.081 0.221 2 Layers-c 0.088 2 Layers-c 0.088 0.127 0.345 0.741
1373 DB 40.64 0.127 0.345 0.127 0.345 0.689
1374 Al MS 40.64 0.051 0.138 0.051-d 0.138 0.051-d 0.138 0.127 0.345 0.758

1375 AlMS 40.64 0.051 0.138 0.051-d 0.138 0.051-d 0.138 0.127 0.345 0.758
1376 DR 40.64 0.160 0.434 0.127 0.345 0.779
1377 DR 30.48 0.160 0.434 0.127 0.345 0.779
1378 DB 40.64 0.160 0.434 0.127 0.345 0.779
1379 DB 30.48 0.160 0.434 0.127 0.345 0.779
1383 DB 40.64 0.127 0.345 0.127 0.345 0.689

IB - Intermediate Bumper a - All bumpers are 6061 -T6 Al unless stated
Corr IB - Corrugated with Intermediate Bumper b - KevlarO Style 710 blanket
DR - Double Bumper c - AF26 Nextel blanket

Hyb MS - Hybrid Multi-Shock d - 2024-T4 Aluminum

Al MS - Aluminum Multi-Shock

Table 2. Hypervelocity Impact Data

Test Conflg Projectile Rear Sheet Damage

No. Dia Vel Perf Hole Damage Comments

cm km/s Size Area
cm

1323 1B 0.635 7.1 No 3.8 x 7.6 No crtrs

1325 Corr IB 0.635 7.0 No 5.1 dia No crtrs

1333 IB 0.795 7.0 Yes 1.2 dia 7.1 dia Petalled hole w/cracks

1334 Corr1B 0.635 7.0 No 8.9x 10.2 Nocrtrs

1353 DR 0.953 6.6 No 12.7 dia No crts

1354 DB 0.953 3.6 Yes 0.84 x 0A6 10.2 dia 4rtrs w/rearsurfdmpls

1369 DR 0.953 6.2 No 16.5 dia No crtrs
1370 Hyb MS 0.953 6.6 No None No damage
1371 Hyb MS 0.953 6.2 No None No damage

1372 Hyb MS 0.953 3.6 Yes 0.89 x 0.66 6.4 dia 2crtrs w/rearsurfdmpls
1373 DR 0.953 6.6 No 6.4 dia No crtrs

1374 Al MS 0.953 6.6 No None No damage

1375 Al MS 0.953 3.6 Yes 0.38 & 0.66 dia 12.7 dia 8 crtrs w/rear surf dmpls

1376 DB 0.953 3.6 No 11.4 dia 6 crtrs w/rear surfrdmpls, I w/crcks

1377 DB 0.953 3.6 No 11.4 dia 9 atirs w/ rear surf dmpls, 2 w/ crcks

1378 DB 0.953 6.6 No 2.5 dia No crtrs
1379 DB 0.953 6.6 No 6.4 dia No crtrs
1383 DB 0.953 3.6 Yes 0.58,0.58,0.43 7.6 dia 10 atrs w/rearsurfdmpls
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Shot 1333 had three layers of Kevlar® versus four layers in shot 1323 to more closely replicate the
areal density of the baseline system (+3.6 percent). A larger projectile (0.795 cm) impacted normally,
resulting in a petalled hole. At 7 km/s, the interpolated critical diameter is 0.72 cm. No appreciable
increase in penetration resistance is noted.

Shots 1325 and 1334 sought to combine the benefits of intermediate shields with corrugated bumpers.
Schonberg (1990) reported an increase in penetration resistance by using equal weight corrugated
bumpers versus monolithic bumpers. An additional benefit would be an inherent stiffness to more
aptly handle significant launch loads.

Test 1325 utilized a 300 corrugation angle as shown in Fig. 4. In test 1334, the Kevlaro was replaced
with a 0.051-cm sheet of 2024-T4 aluminum. Both resulted in no penetration as predicted by the
ballistic limit curve.

From a structural design viewpoint, it would be difficult to install an intermediate shield on-orbit using
extravehicular activity (EVA). The amount of penetration resistance gained would not be worth the
many hours of EVA time. The Kevlar® intermediate shields also generated an extraordinary amount of
broken and loose fibers as shown in Fig. 4. This could pose a contamination threat to S.S. Freedom
components. The promise of corrugated shields should be investigated further.

Based upon these findings, an investigation into augmented shielding external to the existing
protection was initiated. It has been shown that increasing the total standoff distance from the bumper
to the rear wall will increase the penetration resistance of the structure (Lundeburg, Stern and Bristow,
1967; Cour-Palais, 1969; Richardson, 1969). Even so, there appears to be a point of diminishing return
at a specific distance. In general, there is ample room outside the baseline shield to add material
without diminishing S.S. Freedom operations.

| 1" I

- . ...- r -,- L4

Fig. 4. Test 1325 Corrugated/Intermediate Bumper Test Article

Tests 1370, 1371, and 1372 were performed to investigate a concept proposed by Boeing Defense and
Space Group to deal with the increasing severity of the environment. A derivative of the multishock
concept (Cour-Palais and Crews, 1990), it employs two Nextel shields and one 0.081-cm 6061-T6
aluminum bumper in a 30.48-cm standoff package as shown in Fig. 5. Although Christensen (1990)
has derived a set of equations for sizing a hybrid multishock system, he does not incorporate a leading
aluminum bumper. MSFC and Boeing shield designers interpret the design requirements to specify a
hard surface to resist a crew member's kick-off load, thus the need for an aluminum outer shield. Also,
one of the advantages of multishock shielding is the reduction in thickness of the rear surface. The
pressure vessel wall thickness for S.S. Freedom's habitable elements is set at 0.3175 cm due, in part,
to loads and manufacturing concerns and cannot be changed at this stage in the design cycle.
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As shown in Table 2, the 0.953-cm projectile perforated the rear wall at 3.6 km/s, but not at 6.2 or
6.6 km/s. Additionally, at both the higher velocities, the baseline shield was not perforated; it suffered
a 15-cm diameter by 2.5-cm deep bulge. The Nextel layers were severely damaged as shown in Fig. 5.
They experienced the same type of failure as the intermediate Kevlar® layers and pose the same type
of threat to S.S. Freedom.

Fig. 5. Test 1370 Hybrid Multishock Test Article

Tests 1374 and 1375 examined a derivative of the aluminum multishock configuration proposed by
Cour-Palais and Crews (1990). Three 0.051-cm 2024-T4 aluminum shields were spaced at 10.16-cm
intervals in front of the baseline configuration. Although they failed at 3.6 km/s, at 6.6 km/s they
produced no rear wall damage.

The remaining tests investigated the use of double aluminum shields. Richardson and Sanders (1972)
conducted impact tests of double aluminum bumpers and found them to be over twice as efficient as
single bumpers in resisting perforation in the fragmentation regime. Although the majority of the
orbital debris impacts will be in the molten and vaporization regimes, it is still thought that double
bumpers can provide the required protection. The two shield thicknesses tested were 0. 127 and 0.160
cm located at both 20.32 and 30.48 cm in front of the baseline shield.

Tests 1353, 1354, and 1369 had a 0.127-cm bumper located 20.32 cm in front of the baseline shield.
Again, perforation occurred at 3.6 km/s. but not at the higher velocities as shown in Fig. 6. Tests 1377
and 1379 examined a 0.160-cm shield at 20.32-cm additional standoff. This configuration survived
both the 3.6 and 6.6 km/s impacts with no perforations.

Moving each of these shield thicknesses out an additional 10.16 cm reduced the rear wall damage
further as shown in die results of Tests 1373, 1376, 1378 and 1383.



Fig. 6. Test 1369 Double Bumper jest Article

DESIGN CONSIDERATIONS

As previously stated, all too often meteoroid/debris protection systems are designed in terms of
penetration resistance and shield weight alone. Other considerations, such as support structure and
launch loads, are considered after the design is accepted. Also, with the advent of long duration
spacecraft, such as S.S. Freedom, maintainability (repair and replacement), EVA operations, and
residual effects become important considerations.

Although launch loads are not a consideration for on-orbit installed shields, the support structure is a
factor. Not only does it support the baseline and augmented protection, but it must react loads induced
by a crew member in an EVA suit. While EVA requirements are still being formulated, a good guide
to start with is the requirements for intravehicular activity (IVA). The current IVA requirement for
handholds is the ability to withstand 1,113 Newtons of force in all directions (NASA-STD-30(M),
1991). As standoff distance increases, the moment arm at which the load is applied increases. This, in
turn, leads to a massive fitting to react these loads. It is anticipated that the EVA loads will be even
greater. Compound this with the requirement that handholds be spaced no greater than 90 cm apart.
This leads to approximately 110 fittings for one S.S. Freedom element.

Another structural consideration is to be able to withstand the "kick load'" from accidental impact by a
crew member. lhis load has been estimated to be 556 Newtons. Based on this, a rigid surface is
preferred to a fabric as an outer shield.

The benefits of multiple thin shields to reduce weight also have a penalty. lbe requirement to support
and separate several layers and meet EVA load requirements could lead to substantial support
structure. Before a decision is made to use multiple bumpers (more than two), a trade must be
performed to consider the total mass of die system versus penetration resistance.

Since the augmented protection is to be assembled/installed on-orbit, design simplicity is a must. With
EVA crew time at a premium (as evidenced by the May 1992 space shuttle retrieval of the
INTISAT), even a small difference iii instadlation time can make a difference. Manual dexterity of
tie EVA gloved crew member must be considered.
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In addition there are several other structural details that must be addressed. Means of attaching shields
must be EVA compatible. Protection systems must provide access (122 cm diameter cylinder) for a
crew member to inspect the rear wall. The shield must remain within the temperature ranges for EVA
touch temperatures as well as meet thermal/optical levels. Hardware must be transportable to
installation points.

Maintainability of the protection system is also a prime concern. Given the size of the habitable
modules of S.S. Freedom (approximately 720 m2 of surface area), maintenance can only be performed
periodically and must be simple to perform. The shields must be repairable and/or replaceable in situ
with a minimal level of effort. Following a noncritical impact (e.g., nonperforation of the rear wall),
the protection system must still provide protection from the total enivironment as much as possible.

HYDROCODE ANALYSIS

John Tipton of the U.S. Army Corps of Engineers performed a hydrocode analysis of the double
aluminum bumper concept. Using the HULL code, a simulation of test 1369 was conducted. Prior to
impacting the second bumper, the problem is rezoned to allow more ef";cient use of computer
resources. Also, to alleviate premature loss of mass, the strength, model is not active until just before
the debris cloud strikes the rear wall.

This two-dimensional axisymmetric computer simulation shows agreement with the test data. More
simulations at other test points could prove HULL to be applicable in the testable regime.

CONCLUSIONS

Based on the aforementioned arguments and the very limited testing performed in this effort, the most
promising advanced shield design appears to be a double aluminum bumper system with a 0.160-cm
outer shield. The perforation resistance is comparable to the hybrid multishock system tested in shots
1370, 1371, and 1372 with only a 5-percent increase in areal density. This weight difference should be
overcome due to the minimal support structure required. Hill (1992) has devised a simple means of
attaching an additional rigid shield to the baseline bumper with no extra support structure other than
fasteners. The concept is shown in Fig. 7, both schematically and applied to a cylinder.

Plans call for more hypervelocity impact testing to evaluate both double bumper and multishock
protection systems. Concurrent with this effort will be design trades to develop efficient means of
supporting and assembling the systems as well as meeting the other design criteria.

0 0

Fig. 7. Double Bumper "Hlat Section" Design Concept
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ABSTRACT

Calculations of steel target penetration by L/D !5 1 tungsten and tungsten alloy projectiles have been extended to
L/D = 1/32 over the velocity range 1.5 to 5 km/s. The ratio of crater to projectile diameter tends to I as L/D
decreases over this entire velocity range. For impact velocities of 1.5 and 3 km/s, penetration depth normalized by
projectile length, P/L, increases with decreasing projectile L/D up to a maximum value and then decreases for still
lower L/D. Experiments at impact velocities of 2 and 3 km/s confirm these results. For 5 km/s impact velocity, the
calculations show P/L increasing with decreasing projectile L/D over the entire range 1/32 _ L/D 5 1. The projectile
L/D for which the maximum P/L occurs appears to depend on the impact velocity. P/L generally scales with impact
velocity as P/L - vf(LfD) where f(L/D) ranges from 0 for a long rod to, we believe, 2 in the limit as projectile LID
approaches zero. The calculations show for 1/8 !5 L/D !5 1/2, P/L - v0-9 ; for L/D = 1/16, P/L - vl-5; and for
L/D = 1/32, the new results give P/L - vl. 9.

NOTATION

a (pp/pt112 D, crater diameter u axial velocity along projectile/
13 Dc/D K constant target centerline

0,0' proportionality constant L projectile length v impact velocity
pp projectile density m curve fitting exponent Y, flow stress

target density n curve fitting exponent Z shock impedance ratio:
axial coordinate P depth of penetration Zp/(Z• + ZO

c), c2, C3 curve fitting constants q curve fitting exponent Zp projectile shock impedance:
Cp projectile sound speed UP penetration velocity pp(us)p
ct target sound speed us shock velocity Zt target shock impedance: Pt(Us)
D projectile diameter

INTRODUCTION

Earlier results from this ongoing study of the penetration mechanics and performance of L/D < 1 projectiles are
given in Orphal et al., (1992) and Orphal et al. (1990). This paper extends these earlier results to projectile
L/D = 1/32. Also, the calculational results are now compared with experimental data at 2 km/s reported by Bjerke,
et al. (1992) and the results of our recent experiments at 2 and 3 km/s.

The penetration physics of L/D < I projectiles has not been studied extensively, and among the many questions of
interest are the scaling of penetration depth and crater dimensions with velocity and projectile L/D. It is now well
established that the penetration depth, P, for long rods at high velocity becomes essentially independent of velocity,
e.g., Tate (1969) and Hohler and Stilp (1987). That is, P - vO. For this case, crater or target hole volume is
essentially proportional to kinetic energy (Murphy, 1987), and therefore, crater or hole diameter, D,, is proportional
to v.

For the case of an L/D = I projectile at high velocity, craters are approximately hemispherical in shape and crater
volume is proportional to the kinetic energy of impact. Therefore, for L/D = 1 projectiles P - v2/3 and D, - v2/3.
Although v2/3 scaling is often assumed for L/D = I projectiles, e.g., Murphy (1987), detailed analyses of
experimental data and calculational results suggest that penetration may scale more closely to v0-6 (Walsh and
Johnson, 1965; Sedgwick 1980).

Research on penetration by projectiles with LID < I suggests that the scaling of penetration depth with velocity may
be P - vn with n > 2/3 (Orphal et al., 1992, Orphal et al., 1990; Orphal and Franzen, 1990; Herbette, 1989). It is
hoped that this research will also extend understanding of the variation of target crater volume and shape with
projectile L/D and impact velocity.
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HYDROCODE CALCULATIONS

Computations were performed assuming axial symmetry. The calculations were performed over a period of time
using two different finite difference Eulerian "hydrocodes": the 3-D code CTH (McGlaun et al., 1988) and the 2-D
code CSQIII (Thompson and McGlaun, 1 ".8). In many cases, the same computation was performed using both
codes. Generally it was found that the two codes gave very similar results.

The matrix of computer calculations performed is given in Table 1. In Table I CSQ calculations are denoted with a
dot (°) and CTH calculations with a cross (+).

Table 1. Matrix of Computer Calculations.

Impact Velocity (km/s)
L/D 1.5 3.0 5.0

1/1 + +
1/2 +
1/4 .+
1/8 -+ .+
1/16 + -+ +

1/32 + + +

In the CSQ calculations the materials were assumed to behave as elastic-perfectly plastic with a flow stress Yo. The
constitutive parameters for the CSQ calculations are given in Orphal, et al. (1990). In the CTH calculations for
1/16 5 L/D < 1, the steel target was modeled using the Johnson-Cook 4340-steel model which included strain
hardening. The constitutive parameters for the Johnson-Cook model used in these CTH calculations are given in
Johnson and Cook (1985). For the most recent CTH calculations for L/D = 1/32, the tungsten and steel were
modeled as elastic-perfectly plastic with the same constitutive parameters as Orphal, et al. (1990).

The diameter for the penetrator was 1.0 cm. Typical zoning was 0.5-mm square zones for the L/D = 1 and L/D = 1/2
penetrator problems. For penetrators with L/D _< 1/4, 10 zones were used through the penetrator length (thickness).
Computing times on a CRAY Y-MP ranged from approximately 10 minutes to more than 2 hours, depending on the
L/D and impact velocity.

COMPUTATIONAL RESULTS

Results for penetration P are presented in terms of the normalized penetration depth P/eeL, where ae = (pp/pt1/2 and
ppand Pt are the projectile and target material densities, respectively. This allows combining the results for
calculations using pure tungsten (pp = 19.2 g/cm 3) with those using a tungsten-alloy penetrator (Pt = 17.4 g/cm 3).

The use of the square root of the ratio of densities to perform this normalization is an assumption, but it is consistent
with both theory and experimental results for high-velocity long rods (Tate, 1969; Hohler and Stilp, 1987). The

square root of the density ratio is also suggested by the results reported by Sedgwick (1980). On the other hand,
some researchers have suggested that penetration should scale as (p)/pt)1/3 or (pp/Pt) 2/3 for L/D = 1 projectiles
(Herrmann and Wilbeck, 1987). For this paper we choose a = (pppol for normalization. This assumption has no

effect on the essential results presented here; however, this scaling for high velocity projectiles with LID < I
deserves further examination.

Penetration Versus Projectile LID

Figure 1 shows the calculated normalized penetration, P/eeL, versus projectile LID for impact velocities of 1.5, 3

and 5 km/s. For all three impact velocities, P/axL increases with decreasing projectile L/D over the range
1/8 -L/D < 1. For an impact velocity of 1.5 km/s, P/axL reaches a maximum at a projectile L/D - 1/8 and for
LID < 1/8 penetration decreases with decreasing L/D. The 3 km/s calculations show the same phenomena with the
maximum in P/atL occurring for LID - 1/16. The results for an impact of 5 km/s exhibit no maximum in the P/acL
versus L/D curve for the range of LID studied.

These results combined suggest that P/aL achieves a maximum as L/D is decreased. The L/D for which this
maximum occurs appears to depend on the impact velocity. This is consistent with the results reported in Orphal, et

al. (1992) and both the experimental and computational results reported by Bjerke, et al. (1992).

The variation in P/aL with LID (before the maximum in the P/axL versus L/D curve) can be approximated by a

power law

P/atL = cI (L/D)m (I)



Impact and penetration by LID sI projectiles 553

10 -•

0 1.5 km/s

8 A 3.0 km/s
13 5.0 km/s

6

4 AA
A

0~0
0
A 0]
A 1

2A0
0 A

0 0  
0 0

0 II I 1 I

0.0 0.2 0.4 0.6 0.8 1.0 1.2
LID

Fig. 1. P/aL versus projectile LAD.

The computational results give the following values for the exponent in (and the correlation coefficient r2) over the
range of projectile L/D indicated.

Range of
v (km/s) m Projectile LAD

1.5 -0.29 (r2 = 0.97) 1/8 < L/D 5 1
3.0 -0.36 (r2 = 0.96) 1/16• <ID < 1
5.0 -0.43 (r2 = 0.99) 1/32 <LID _< 1

P/aL Versus Impact Velocity

The computational results for P/aL versus impact velocity are plotted in log-log space in Fig. 2. The data, of course,
are limited but the results do seem relatively linear in log-log space. If the variation of P/aL with velocity is
assumed to be a power law of the form

P/aL c2 vn (2)

101 ,

+++ $

A

0 0

, 100 0 L/D= 1

0- A L/D=1/2

a UD=1/4

* L/D=1/8

+ 11D=1/16

N L/D=1/32
1 0 - 1 1 .. . . . .

10

Impact velocity, v (km/s)

Fig. 2. Normalized penetration versus impact velocity.
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the computational results give the following values for the exponent n:

Projectile L/D n in vn r2
1/1 0.72 0.99
1/2 0.84 0.98
1/4 0.87 0.90
1/8 0.91 0.97
1/16 1.54 0.94
1/32 1.95 0.97

Figure 3 shows the exponent n (in P/OeL = c2 vn) versus 1/(L/D). These results suggest that n is greater than I and
varies rapidly for 1/8 ý L/D 5 1/32. The obvious question of the limiting value for n as L/D approaches zero is
discussed below.

2.0 0 1.0

n

0

1.5 * 0.5

0* * qnq

1.0 t 0.0

00 0 q

0.5 I0 10 20 30 40

1 /(L/)

Fig. 3. n in (P/aL) = c2v" and q in Dc/D = c 3vq versus M/(L/D).

Crater Diameter Versus Impact Velocity and Projectile LID

Figure 4 shows the computed crater diameter, D,, normalized by the projectile diameter, D, versus impact velocity.

Again, the linearity in log-log space suggests a power law of the form

(DdD) = c3 vq (3)

101

o LD= 1

A L/D=1/2

13 L/D= 1/4

o L/D=1/8

+ L/D=1/16
o w L1D=1/32 0

"0 A

00

A
13

+ W

0

Impact velocity, v (kmrs)

Fig. 4. DcID versus v.
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A least squares fit of the computational results gives the following values for the exponent q:

Projectile LUD q T2

1/1 0.70 0.99
1/2 0.50 0.97
1/4 0.40 0.98
1/8 0.44 0.99

1/16 0.36 0.95
1/32 0.12 0.87

The exponent q in (DJ/D) = c3 vq versus i/(L/D) is also plotted in Fig. 3. The calculational results suggest that
(DJD) is becoming independent of impact velocity as projectile L/D approaches zero.

Figure 5 shows the computed normalized crater diameter, D/D, versus projectile ID for impact velocities of 1.5, 3
and 5 km/s. For this range of impact velocities, Dc/D appears to be approaching a value of about 1 as projectile LID
approaches zero.

5 . I

0 1.5 km/s U
& 3.0 km/s

4 r 5.0 km/s

- 3
oa A

13

2 El 0
AA0'13A 0

60

0.0 0.2 0.4 0.6 0.8 1.0 1.2
L/D

Fig. 5. DJD versus L/D for calculations.

Penetration Velocity

The particle (penetration) velocities versus time along the projectile/target centerline are shown as a function of
projectile L/D in Fig. 6 for the 3.0 km/s impact velocity. The other two impact velocities studied showed similar
behavior. The penetration velocity-time profile changes dramatically as the LQD of the projectile goes from 1/1 and
1/2 to 1/4 and smaller. For all cases, the initial penetration velocity is given by the Hugoniot jump conditions. For
the L/D = 1/1 and 1/2 cases, the penetration velocity initially increases as the state of stress changes from one of
uniaxial strain to a more complicated state of stress resulting from rarefaction waves propagating from the sides of
the projectile. Then the penetration velocity decreases with time as the projectile encounters resistance from the
target.

2.5

E2.0 Imct Velocity 3 Ikm d

NI w., L/D-l/2
N L/D,,/4

" 1. L/D-"//
o .. -, ,LD-I/I

o. o o ......... .... \ . x,. .. . ... It--z
0.0 5.0 10.0 15.0 20.0 25.0 30.0

Time (gs)

Fig. 6. C )mputed centerline penetration velocity for L/D = 1, 1/2, 1/4, 1/8 and 1/16 projectiles at 3 km/s impact
velocity.
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For the L/D = 1/4 projectile, rarefaction waves from the sides of the projectile arrive at nominally the same time as
the rarefaction wave resulting from the interaction of the impact shock and the rear of the projectile. For smaller
L/D projectiles, several axial unloading waves (between the rear of the projectile and the projectile/target interface)
occur before the side rarefaction wave arrives at the centerline.

The interface velocity can be approximated (Walker, et al., 1993) for small L/cp, by:

up=Zvexp{- i(1-Z)t} (4)

Equation (4) can be used to infer a velocity profile along the target centerline by noting that the particle velocity
waves travel from the interface at the sound speed of the target:

u()Zv exp{-P-( - Z)(ct -~) (5)

where • =0 is the original projectile/target interface. The rarefaction from the comer of the projectile reaches a
point ý on the centerline at roughly

t 2 + (D/2)2  (6)
ct

and the release essentially "freezes" the current axial velocity of the materials. An expression for this velocity is
given by:

urelae~ Zv exp{ -LP(I - Z[(2+D1(D/2)2) _ (7)

This velocity is an increasing function of the initial coordinate ý and therefore slowest at the projectile/target
interface of Z= 0. The projectile "coasts" into the target at a comparatively low velocity given by:

up= Zv exp{ -- E--(1 -Z)} (8)
I_ 2Lct

Target motion is stopped by strength and inertial effects and rebounds elastically; when this occurs, projectiled
penetration is very quickly terminated.

EXPERIMENTAL RESULTS

Bjerke, et al. (1992) performed a series of experiments in which tungsten alloy (X-27, pp = 17.27 g/cm 3) projectiles
impacted steel (RHA) targets at nominally 2 km/s. The L/D for the projectiles used in these experiments ranged
from 1/2 down to 1/32. These experiments were performed in the direct ballistic mode. With one exception,
projectile diameter was 25.4 mm. The projectiles were launched in a one-piece nylon 6/6 sabot by a 50-mm
diameter, 6-meter long smooth bore powder gun. The sabot was "stripped" by passage through a thin break screen
which was also used to trigger two down-range orthogonal X-rays to obtain penetrator velocity and attitude prior to
impact. Impacts were nominally zero degrees obliquity and zero degrees yaw, although non-zero yaw was
experienced, particularly for the L/D = 1/16 and 1/32 projectiles. Targets were recovered post-test for measuring
penetration depth and crater geometry. Further details of the experiments are given in Bjerke, et al. (1992).

For the present study, we performed a series of experiments to compliment and extend to higher impact velocities
the experiments by Bjerke, et al. (1992). Our experiments were also performed in the direct ballistic mode using a
38-mm launch tube/1 15-mm pump tube two-stage light-gas gun. Experiments for L/D = 1/2, 1/4, 1/8, 1/16 and 1/32
projectiles were planned at nominal impact velocities of 2, 3, and 4 km/s. Unfortunately, not all these experiments
are completed. In particular we have not yet been successful in launching these projectiles and stripping the sabot
at 4 km/s. For these experiments the projectiles were made of 91% by weight tungsten alloy (X-27) and were 25.4
mm in diameter. The targets were RHA. Flash X-rays were used to determine the velocity, integrity and attitude of
the projectile prior to impact. The targets were recovered, and post-test analyses of the targets were performed to
determine penetration depth and crater geometry.

Figure 7 shows the experimental values for P/axL versus projectile L/D reported by Bjerke, et al. (1992) for v = 2
km/s along with our recent experimental results and the calculational results reported here for v = 1.5 km/s. In
Figure 7 and other figures below, data from Bjerke, et al. (1992) are denoted BRL and data and calculational results
from this research are denoted CRT. Both sets of experiments and the calculational results generally agree well
with the shape of the P/aL versus L/D curve. All show P/aL increasing with decreasing L/D until a maximum is
reached for L/D - 1/8. For LD < 1/8 the results show P/aL rapidly decreasing with decreasing L/D. The agreement
between the CRT calculations and experiments is also considered quite good. The Bjerke, et al. (1992) data are
consistantly higher than those from our experiments. The reason for this difference is not known at this time but
there is some reason to believe that the hardness of the targets used in the two sets of experiments differed.
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Fig. 7. Comparison of experimental results for P/aL versus L/D at 2 km/s by Bjerke, et al. (1992) (BRL) and
Orphal, et al. (1993) (CRT) with computational results for 1.5 km/s.

Figure 8 compares the P/aL versus L/D data from our recent experiments at 2 and 3 km/s. The shapes of the P/aEL
versus L/D curves are similar but the maximum in the curves appears to be impact velocity dependent. This is
consistent with the computational results. For 2 km/s impact, P/aL appears to reach a maximum at L/D - 1/8.
Increasing the impact velocity to 3 km/s appears to shift the curve so that the maximum P/aL now occurs for
L/D- 1/16.
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S2 km/s

A 3 km/s

-J3

2 3

"111 * , * I * •

0.0 0.2 0.4 0.6 0.8 1.0 1.2
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Fig. 8. Experimental results for P/aL versus L/D for impact velocities of 2 and 3 km/s.

Figure 9 compares the experimental data for crater diameter, DC/D, versus L/D for the 2 km/s experiments by
Bjerke, et al. (1992) and the calculations reported here. The agreement between the experimental data and
computational results is considered good. The experimental data at 2 km/s also suggest that (Dc/D) is approaching a
value of I as projectile L/D decreases.
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Fig. 9. Dc/D versus L/D for both calculations and experiments.

DISCUSSION

The penetration mechanics of these low L/D projectiles is governed by a unique mixture of one and
two-dimensional processes. The "steady-state" (plateau) penetration velocity is the result of the side rarefaction
wave (a 2-D effect) freezing the one-dimensional unloading from the rear surface of the projectile. Penetration
itself is a 2-D manifestation since target material must flow radially from below the penetrator. The ability to flow
target material radially is velocity dependent; however, as LID -4 0, the impact problem approaches a true
one-dimensional idealization. If Eq. 4 is integrated from t = 0 to infinity, the one-dimensional penetration depth can
be estimated:

(P) Zv
(L)1-D (1-Z)cp

This expression agrees quite well with the one-dimensional depths of penetration calculated using CTH (0.58, 0.95,
and 1.28 for the impact velocities of 1.5, 3.0, and 5.0 km/s, respectively). These l-D P/L values, however, are
significantly less than either the calculated or experimentally measured values as shown in Figs. 1 or 2, and indicate
that as LID becomes smaller and smaller, P/L performance should reach a maximum and then decrease as the
impact physics becomes a one-dimensional problem. Both the calculations and the experiments indicate the P/L
reaches a maximum value and then decreases as LID -- 0. The discussion here provides a semi-quantitative
description of the physics of penetration of low L/D projectiles; the reader is referred to Walker, et al. (1993), for a
more detailed analysis of P/L as a function of L/D and impact velocity.

It is usually assumed for high velocity impact that the crater volume is proportional to the kinetic energy of the
projectile. Our calculations suggest that this is at least approximately true for LID < 1 projectiles. Assume, then, that
the volume of the impact crater is proportional to the projectile kinetic energy. Let the crater volume be 0D2P
where 0 is a proportionality constant which includes a geometric factor describing the shape of the crater. The mass
of the projectile is of course given by tppD2pL / 4. Equating the crater volume and projectile kinetic energy gives:

P2
1 _P pv2 (10)

L 0 20

where 03 is Dc/D an 0' incorporates the other constants.

Figure 10 shows P/L versus the parameter (ppv 2/P 2 ). The parameter (ppv 2/032 ) accounts for much (but certainly not
all) of the computed variation in P/czL as projectile LID is varied from I to 1/32 and impact velocity is varied from
1.5 to 5 km/s and, consequently (ppv2 /3 2 ) varies over an order of magnitude. Of course the parameter is quite
sensitive to errors in detennining Dc. D, was measured as the crater diameter at the original target surface, but this
is sensitive to the tensile strength of the target. Bjerke, et al. (1992) report impact crater diameters for their
experiments so the parameter (ppV2/I 2) may be calculated for each of these tests. This data is also shown in Fig. 10.
The parameter (ppv 2/P3 2) reasonably collapses the experimental data as well as the computational results. The
agreement evident between the computational results and experiments seems quite good when it's recalled that in
the experiments the velocity was essentially constant at 2 km/s. Thus, for the experimental data. the variation of the
parameter (ppV2/P2) is essentially only the variation of J0 = DJD with projectile L/D.
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Substituting (Di]D) 2 for p32- equation (10) becomes

P/L = ppv 2/(D./D)2  (11)

Since DJD can at least be approximated by the power law in Eq. (3)

P/L = K pp v 2(1 -q) (12)

where all the various constants are lumped into the constant K.

From Fig. 3 and as discussed in relation to Eq. (3), q appears to be a function of projectile L/D. Furthermore, q
appears to be approaching zero as projectile L/D approaches zero. That is, (DcID) is becoming independent of
impact velocity as projectile L/D -4 0. Indeed from the results shown in Fig. 5, at least for the 1.5 - 5 km/s velocity
range studied, (DiD) appears to be approaching a constant value of I as projectile LAD -- 0.

From Eq. (12), if q ---) 0 as projectile L/D -- 0, then the scaling of P/L with impact velocity approaches v2, i.e.,

P/L -) K pp v2 as projectile L/D -- 0 (13)

This is consistent with the computational and experimental results.

There is much interest recently in the concept of segmented rods, e.g., Orphal and Franzen (1990); Charters, et al.
(1990); Kivity, et al. (1989); Naz and Lehr (1990); Scheffler and Zukas (1990). If indeed penetration scales with
velocity as v>2/3 for L/D < 1/2, and v>" for L/D 5 1/8, the implication for penetration by segmented rods is obvious.
The need for more research on L/D < I projectile penetration mechanics, as well as the potential benefits, seems
compelling.
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TUMBLING OF HYPERVELOCITY RODS INDUCED BY
IMPACT WITH OBLIQUE PLATE TARGETS

M. A. Persechino* and A. E. Williams

Naval Research Laboratory
Washington, DC

*Potomac Research, Inc.
6121 Lincolnia Rd., Alexandria, VA 22312

Potomac Research, Inc.

ABSTRACT

We investigated the cause of tumbling by hypervelocity rods after impact with oblique plate targets.
The projectiles were strong rods, length to diameter ratio of 6 to 10, prepared from aluminum (10
tests) or steel (5 tests), launched at velocities of 4.2 to 4.8 km/s, and impacted into like material
targets. The rods had little or no initial yaw (the average yaw was 1.8*). The residual projectile
properties of length, tumbling rate and radial velocity were measured and evaluated in a simple model
for rod tumbling. The model is based on the observation that plastic shear continues at the nose of
the rod for a finite time after target perforation. Based on the observed tumbling rate, duration of
plastic flow and the inertia of the residual rod an implicit determination of the shear strength of the
rod was obtained. The calculated shear strength was in fair agreement with static shear values.

THE MODEL

The hypervelocity impact of a rod projectile into an oblique plate target will cause the residual
projectile to rotate towards the plate normal. The impulse inducing the rotation appears to be the
result of asymmetrical flow at the tip of the rod as the rod emerges from contact with the back
surface of the plate. Such an impact is illustrated in Figure 1. The calculations (Figure 1) show that
by relating the angular momentum to the angular impulse, one can estimate the shear stress, a,,
acting for a time, At, over a cross-section, A, which produces the angular impulse. The shear stress
should be similar to the static shear strength of the rod material (only elastic stresses can be
transmitted into the remaining, undamaged rod). The duration of the shear flow after target
perforation is difficult to specify. Based on flash x-ray measurements, we observed from limited tests
with strong rod projectiles that length loss to the rod was completed after about 3 projectile diameters
of travel beyond the rear of the plate. However, in a hydrocode model of a strong aluminum rod
impacting a thick aluminum plate the rod length loss continued for about 6 projectile diameters of
travel. For the calculations in this paper, we chose an in between value, 4.5 diameters of projectile
travel. The at based on a 4.5 km/s velocity and a 0.32 cm rod diameter is 3.2 psec. As illustrated
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Fig. 1. Schematic illustrating a model for determining the shear
and residual rod rotation from angular impulse.

in Figure 1, a radiograph of the projectile after target perforation allows a measurement of residual
rod length and orientation. This data plus the known time after impact allows a calculation of
tumbling rate, w, and moment of inertia, I. The angular momentum is then equated to the angular
impulse,

Ia - Fra (1)

where
F - a, A

The components of the angular impulse are the radial force, F (shear strength X the cross section
of the rod), the distance to the center of mass, r (one half the length of the rod, #,) and the duration
of the impulse, At (3.2 lsec). The shear strength required to produce the observed tumbling rate is
therefore

,- Il(ArAt) (2)

TEST CONDITIONS AND RESULTS

The test conditions are summarized in Table 1. The projectiles were 0.32 cm diameter rods, either
2024-T86 aluminum or 4340 steel, heat treated to Rockwell "C" 50. The static shear strength for these
materials would be:

2024-T86 aluminum:a, = 283 MPa
4340 steel, R, 50:a, = 828 MPa
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The initial length of the rods varied from 5.8 projectile diameters (1.84 cm) to 9.8 diameters (3.1 cm).
The target plates were nearly like materials, 2024-T3 aluminum and 4340 steel at R, 30-35. Plate
thickness varied from 0.22 projectile diameters (0.07 cm) to 1.95 diameters (0.62 cm) and the impact
angle varied from 10 to 60". This variation in target thickness and orientation produced a wide
variation in rod length loss which, in turn, had a large effect on moment of inertia and tumbling rate.

I - m, (D214 + e,13)/4

2oa At
w - FrAt- (3)

p(D 2/4 + Q•/3)

For equal value of angular momentum an f,/D = 2 projectile would have 3.5 times the tumbling rate
of an #,/D = 4 projectile. The amount of measured projectile rotation varied from a low of 10 to
a maximum of 1830, for an average of 63".

The test results are summarized in Table 2. The last column presents the calculated values of shear
stress corresponding to the observed values of angular momentum. The average shear strength for
the aluminum rods was 283 MPa and for the steel rods was 973 MPa. However, the variation ab( it
these averages was considerable.

Table 2: Summary of Rod Rotation Rate, Angular Momentum, and Shear Stress
Calculations

Shot W m, I 1W a.
Number deg x 103 g g cm 2  g cmr/sec MPa

AI - Ai

1-2-159 257 0.473 0.196 880 314

1-2-160 183 0.466 0.188 602 215

2-1-233 115 0.337 0.072 143 72

1-1-234 2,591 0.125 0.004 181 253

1-1-268 3,149 0.119 0.004 220 313

1-1-269 845 0.357 0.085 1267 616

1-1-273 639 0.280 0.042 509 305

1-1-289 576 0.331 0.068 684 329

1-1-293 17 0.503 0.234 69 23

1-1-295 915 0.276 0.040 639 387

St -* St

1-1-343 1,433 0.325 0.010 250 384

" 1- 1 -344 3,452 0.553 0.040 2410 2172

"• 1-1-369 3,749 0.377 0.014 916 1169

1-1-371 175 1.061 0.268 819 404

1-1 372 545 0.819 0.125 1188 737

*Residual rod is bent, mass and I are uncertain
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A SECOND MODEL

An even simpler model for evaluating projectile motion can be obtained by relating linear radial
momentum to radial impulse:

mAV- FAt - oAAt (4)

The right side of the equation is the same as before; the radial momentum is the product of the
residual projectile mass (calculated from the observed residual rod length, #,) times the measured
radial velocity. The model is illustrated in Figure 2. The shear stress is simple:

a, - m,AV'(AAt) (5)

mr LV = F~t

F

I I - _71- V0,

S ;'ý Vr

6V

SHEAR STRESS, Ca. = A

W 4.5D
V0

Fig. 2. Schematic diagram illustrating the slight deviation
from trajectory caused by the linear impulse.

The results for 11 tests are summarized in Table 3. The average shear stress for the six aluminum
tests was 293 MPa; the average for the five steel tests was 1855 MPa. The scatter in the calculated
values is quite large which is partially attributable to the accuracy of the radial displacement
measurements, approximately ± 1mm.

DISCUSSION

The projectile rotation model does not account for the effects of target orientation or target thickness
except as a consequence of change in residual length. The observed effects of orientation and
thickness on rotation rate for aluminum rod impacts are shown in Figures 3 and 4. Both decreasing
impact angle and increasing target thickness decrease the residual rod length and increase the rotation
rate. The effect of target thickness on angular momentum is dem rnstrated in Figure 5. The rcults
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Table 3: Summary of Data for Determining Shear Stress from the Linear Impulse

Shot y t km/sec m, a.
Number mm us g&V g MPa

1-1-268 49.9 + 0.03 0.12 141

+ 1.7

1-1-269 0 59.7 0 0.36 0

1-1-273 -3.9 59.9 -0.07 0.28 769

1-1-289 -1.7 59.0 -0.03 0.33 369

1-1-293 59.2 +0.002 0.50 39
+0.1

1-1-295 -2.6 57.9 -0.04 0.28 443

1-1-343 -6.0 69.8 -0.09 0.33 1190

1-1-344 -5.9 41.4 -0.14 0.53 3000

1-1-369 -33.0 144.7 -0.23 0.34 3388

1-1-371 -1.6 165.5 -0.01 1.06 450

1-1-372 -6.1 165.5 0.037 0.82 1247

3.5

3.0 - ALUMINUM-ALUMP&MG= 100/ 10

T( 020

*) 2.5 -
2.5 + 60•

3 V9 =4.24 - 4.63 km/s
- 2.0

0

xa
w O: 20e

! 1.5 / a= 300

1.0

0.5

x

0 0.25 0.5 0.75 1.0 1.25 1.5 1.75 2.0

NORMAIUZED TARGET THICKNESS, T/D

Fig. 3. Effect of target thickness on angular velocity.
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Fig. 4. Effect of target plate obliquity on angular velocity.
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Fig. 5. Angular impulse due to rod impact
with oblique plate targets.
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for 30* impacts show that angular momentum decreases with increasing target thickness but this
result is primarily the consequence of decreasing moment arm length due to greater rod length loss.
From Baker we have rod length loss for like-like impact:

Al _ T +AIT + Yr(I-exp( A/D+7D+AYD)) (6)
D D D D fVrlD

where AT, r and F are empirical constants and V is the impact velocity. AT/D is a small number,
approximately equal to 0.15. For oblique impact the target thickness, T, is replaced by an effective
thickness:

T, - llsina+ D/2tana (7)

The T/since term represents the path length through the target; the D/2 tana term represents a
length of continued contact between the target and the rod due to the projectile diameter.

The residual rod length is therefore:

,- ,-A, - ,o- (T.+AT+ VT(I-ex A ID+ TD+T.•_ 1D (8)

The rod length loss during target penetration is simply a = T,; the length loss after target
perforation is given by:

AV-(AT+Vl +T A77D (9)

The time duration of continued plastic deformation is therefore dependent upon both impact velocity
and target thickness rather than a constant as defined previously. The duration of the shear flow
should also be dependent upon the impact angle. Impacts near 900 incidence should not produce
significant rod tumbling, independent of the duration of plastic flow after target perforation. The
duration of shear flow would therefore be expressible as:

At - f(A V) X g(a,) (10)

Consider

f(AV') - kA•V'V - 1.46AVlV (11)

g(a) - (tan,)-l (12)

At - 1.46AI9/(Vtana) (13)

The value k = 1.46 Eqn (11) is arbitrary, allowing the same mean value for a. as obtained for the
aluminum rod tests, at = 3.2 Msec. The values of At from Eqn (13) were used to calculate new values
of a. in Eqn (2). The results are summarized in Table 4.
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A different form for Eqn (12) was considered:

g(a) - (tana)-°-

At - 2.13A&'/(V(tana)0°) (14)

The value 2.13 in Eqn (14) again forces the mean result for a., aluminum rod impact, to be 283 MPa.
Values of At and ao calculated from Eqns (14) and (2) are also presented in Table 2.

CONCLUSIONS

The quality of the model for representing the data is demonstrated by the ratio of the standard
deviation of the data set (n data points) to the average value for the data set. On this basis, none of
the three models obtained from rod rotation data, Eqns. 2, 13, and 14, provide a good fit to the
aluminum rod data set. The second model, based on Eqns (2) and (13) provides a substantial
improvement over the constant At model for the steel rod data set.

Another indication of the variation in results is a comparison of tests for which the initial conditions
are nearly identical and the values of At are therefore the same.

Test Test # a, DIFFERENCE
Condition (Constant At) AVERAGE

1-2-159 314
AP--.A 19%

1-2-160 214

1-1-273 305
A#---,Af 4%

1-1-289 329

1-1-344 2172
St--St 30%

1-1-369 1169

Even for matched sets of tests the variation in results can be grossly different. The overall results
suggest that other factors contributed to angular rotation. For example, recent NRL studies of impact
by "chunky" projectiles into oblique plate targets have shown that hole growth is minimal in the
direction corresoponding to the "uprange" end of the plate (the down direction in Figs. 1 and 2).
Even small values of initial upward pitch (Figs. 1 and 2) could result in contact between the back of
the rod and the plate, thereby inducing a CCW rotation.
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CHARACTERISTICS OF DEBRIS CLOUDS PRODUCED BY
HYPERVELOCITY IMPACT OF ALUMINUM SPHERES

WITH THIN ALUMINUM PLATES

ANDREW J. PIEKUTOWSKI

University of Dayton Research Institute
Dayton, Ohio 45469

ABSTRACT

Debris clouds produced by the normal impact of aluminum spheres with aluminum bumper plates
are shown to consist of an ejecta veil, an external bubble of debris, and a significant internal
structure composed of three distinct elements. Effects of variations in bumper-plate thickness,
sphere diameter, and impact velocity on the shape and velocity of the elements of the internal
structure are described and compared. Three alloys of bumper material and several diameters of
2017-T4 aluminum spheres, ranging from 6.35 mm to 12.70 mm, were used in the tests described
in this paper. Test results were sorted into two sets. In the first set, impact velocity was held
constant at 6.7 km/s and the bumper-thickness-to-projectile-diameter ratio, t/D, varied from 0.026
to 0.424. In the second set, t/D ratio was held constant at 0.049 and the impact velocity varied
from 3.77 km/s to 7.23 km/s. In both sets of test results, debris-cloud properties are shown to scale
with projectile diameter. Characteristics of the front element of the debris-cloud internal structure
are shown to be sensitive to changes in t/D ratio and impact velocity. A model for the formation of
this front element is presented and used to develop a description of a debris cloud consisting of
material in the solid-liquid and/or liquid-vapor phases.

INTRODUCTION

From earliest interest in the development of spacecraft shield systems, investigators have used a
variety of materials to simulate micrometeoroids. A significant fraction of the work has employed
aluminum spheres impacting aluminum sheets or plates (Maiden, 1963: Maiden et al., 1965:
Backman and Stronge, 1967: Swift and Hopkins, 1968: and Nysmith and Denardo, 1969; and
others). Aluminum spheres continue to be used in shield studies as simulants of orbital-debris
fragments. Determination of the ballistic limit of a shield, optimization of a shield against a
specific threat, and/or development of design criteria are the usual purposes for most test programs.
Occasionally, radiographs or high-speed photographs of "typical" debris clouds are presented with
test results. However, quantitative descriptions of the debris clouds are rarely given and when
descriptions are provided, they are not systematic (i.e., do not describe changes in the debris-cloud
morphology as a result of changes in impact velocity, bumper thickness, etc.)

This paper examines the formation of debris clouds produced by the impact of aluminum spheres
with thin aluminum plates and presents results of tests used to quantitatively evaluate debris-cloud

573
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morphology as a function of bumper-thickness-to-projectile-diameter ratio, t/D, and impact
velocity. The evaluation was limited to: (i) t/D ratios from 0.026 to 0.424 for an impact velocity of
6.7 km/s and (2) impact velocities from 3.77 km/s to 7.23 km/s for a t/D ratio of 0.049. All impacts
were normal to the bumper or front sheet. A model for the interaction and effect of shock-wave
processes initiated by the impact event is presented. Finally, a description of debris clouds
containing liquid and vapor is presented for the case in which the t/D ratio is near optimum.

EXPERIMENTAL DESIGN

Data presented in this paper were obtained from tests performed for Martin Marietta Manned Space
Systems, McDonnell Douglas Space Systems Company, and from equipment and/or range
performance tests conducted by the University of Dayton Research Institute (UDRI). All tests were
performed in the UDRI Impact Physics Laboratory using a 50/20 mm. two-stage, light-gas gun.

The tests were perfomied with the bumper plate normal to the range center line. Various
thicknesses of 1100-0, 2024-T3, and 6061-T6 aluminum plates. ranging from 0.25 mm to 4 mm,
"were used as bumpers. Most tests used 9.53-mm-diameter 2017-T4 aluminum spheres as their
projectiles. Several tests used 6.35-mm or 12.70-mm-diameter 2017-T4 aluminum spheres. The
specific plate alloy, thickness, and sphere diameter used for each test are included in figures
presented later in this paper. Impact velocity for the tests ranged from 3.77 km/s to 7.23 km/s and
was determined using time-of-flight measurements between four laser-photodetector stations
located along the range center line. Accuracy of the impact velocity determination was better than
+ 0.5 percent. Finally, an aluminum witness plate was placed 38 cmi downrange of the bumper, for
each test, to record the damage pattern produced by the debris cloud.

Three or four pairs of fine-source, soft. flash x-rays were used to observe the projectile and debris
ckluds. The x-ray heads were accurately positioned on the target chamber to provide simultaneous
orthogonal views of the debris clouds. Although individual test setups varied slightly, a typical test
setup for one view is shown in Fig. 1. The first pair of x-rays was used to view and record the
position of the projectile a few microseconds before impact. This view served to verify projectile
integrity and to permit accurate determination of the time after impact for the two or three views
taken of the debris cloud after its fornation. Nornially, views were taken when the cloud was about
4 cm and 12 cm downrange (approximately 6 ps and 19 ps. respectively, after impact). The fourth
pair of x-rays, if used, were usually not fired until the debris cloud was about 30 cm downrange of
the bumper. The delay in firing the x-rays allowed the cloud to expand and permitted a more detailed
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examination of the cloud structure. The fourth pair of heads was usually positioned as shown in
Fig. I to obtain an oblique (- 13 degrees from normal) view of the cloud: in some tests these heads
were positioned 31.5 cm downrange of the bumper to provide a normal view of the cloud.

Post test documentation consisted of measurement of bumper-hole diameters and witness-plate
damage patterns. Debris-cloud measurements taken from the radiographs and the late-time views
were analyzed, when possible, to determine the largest fragment dimensions and the size and
number of fragments forming the debris cloud. Results of these additional measurements may be
found in Piekutowski (1992a and 1992b).

DESCRIPTION OF DEBRIS CLOUDS

Two views of a debris cloud are presented in Fig. 2 to illustrate three major features of the cloud.
First, an ejecta veil, consisting almost entirely of bumper fragments, is ejected from the impact or
front side of the bumper. Second, an expanding bubble of bumper debris forms on the rear side of
the bumper. Finally, there is a significant structure composed of projectile debris located inside and
at the front of the external bubble of bumper debris. This internal structure is composed of a front,
center, and rear element. For a 6.70 km/s impact, the front element consists of finely divided,

Ejecta Veil External Bubble of Debris\ /

"Rear
Front

Internal Structure Center

Fig. 2. Morphological features and elements of a debris cloud. Note that the ejecta veil and projectile
are a double exposufe in this figure and in all radiographs presented in this paper.

molten droplets of bumper and projectile. The disc-like center element is composed of numerous
splintery projectile fragments. This element also contains a single large chunky projectile fragment
that is located at the center of the disc and on the debris-cloud center line. A central fragment was
observed in all debris clouds where the I/D ratio was less than 0.2, and was most clearly observed
in the late-time view of the debris cloud. This central fragment represented the most severe threat
to rear wall integrity (Piekutowski, 1992a). The rear element of the structure is a hemispherical
shell of fragments spalled from the rear surface of the sphere. The internal structure of the debris
cloud, shown in Fig. 2 and subsequent figures, is the most significant feature of the debris cloud in
terms of potential for rear wall damage. In the remainder of this paper, the term "debris cloud" will
be considered synonymous with "internal structure."

The effect of a change in the t/D ratio on the debris-cloud morphology is shown in Fig. 3 for eight t/D
ratios. All debris clouds shown in this figure were produced by the impact of a 9.53-mam-diameter
2017-T4 aluminum sphere with a 6061-T6 aluminum bumper at an impact velocity of
6.70km/s +0.08 km/s. Use of other bumper materials, 1100-0 and 2024-T3 aluminum, did not
measurably affect debris-cloud shape or characteristics. As shown in Fig. 3, t/D ratios for the tests
ranged from 0.026 to 0.424. As tile tID ratio increased from the minimum value, significant
expansion of the internal structure of the debris cloud was observed. The following changes in
internal-structure morphology occurred as t/D ratio increased: (1) the diameter of the disc-like
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S "*4-1395
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Fig'. 3. Views of* debris Cloud s produced by impact of 9.53-inm)-diameter, 1.275 -g, 2017-J4 at umirnnum
spheres with valiOtlS thicknesses of 6061I -TO aluminum plates. Impact velocity constant.
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center element increased, began to "bend over" at a t/D of 0.084, and formed a flat-bottomed bowl
at t/I = 0.163; (2) radial expansion of the hemispherical shell of spall fragments at the rear of the
internal structure increased: and (3) the size of fragments in the center and rear element decreased.
In contrast to the growth of the center and rear element, the front element of the cloud did not vary
significantly in size, shape (a truncated cone), or radiographic density until the t/D ratio was greater
than 0.102. At I/D ratios of 0.163 and 0.234 this element was a spherical sector and did not exist
when the I/D ratio was 0.424. The relatively constant radiographic density of the front element for
tile lower t/D ratios was noteworthy when compared to the varying density of the external bubble
of debris and the ejecla veil for these same tests.

The effects of a change in impact velocity on debris-cloud morphology are shown in Fig. 4 for tests
"with a constant t/D ratio. For the four lower velocity tests, 9.53-mm-diameter 2017-T4 aluminum
spheres and 0.465-mm-thick (t/D = 0.049) 6061-T6 aluminum bumpers were used. A 6.35-mmnn-
diameter 2017-T4 aluminum sphere and a 0.318-mm-thick (t/D= 0.050) 6061-T6 aluminum
bumper were used for the 7.23 km/s test. Although not visible in the photographic reproduction of
the radiograph for the test at 3.77 kin/s, the post impact views for this test show a narrow region of
reduced density just inside the rear surface of the sphere. Apparently. a spalled region developed
inside the projectile. forming a shell that was loosely attached to the rear of the sphere. A slight
flattening of the front of the sphere and a small piece of bumper that moved downrange of the front
of the flattened sphere was also observed for this test. As impact velocity increased, fragmentation
of the projectile and an increase in the axial and diametral expansior of the internal structure was
observed. A small front element was clearly evident when the impact velocity reached 5.45 km/s.
l:urlher development of the front element occurred as impact velocity w\as increased to 6.62 km/s
and 7.23 km/s.

Gro\wth of the internal structure of a debris cloud was sensitive to both t/D ratio and impact
velocity, and increased as both parameters increased--at least to the optimum t/D ratio (estimated to
be between 0.18 and 0.20). Development and growth of the front element was most sensitive to
impact velocity. Further quantitative comparisons of these debris-clouds follow.

RESULTS AND DISCUSSION

Readily identifiable points or locations in the debris clouds were assigned positions as shown by the
circled numbers in Fig. 5. Axial and radial positions and velocities of each of these points, with
respect to the cloud center line, and the radial expansion velocity of the hemispherical shell of
projectile spall fragments was determined. Use of the fine-source, soft x-rays and a direct-exposure
tiin produced radiographs in which fragments as small as 0.25 mm could be seen and measured.
Accurate positioning of the heads and use of a common reference point, for all measurements taken
from the radiographs, permitted specific debris-cloud positions to be deteimined to within
+0.25 mm or better. Rotation of individual fragments at critical measurement points produced
most of the error encountered when determining the location of these points. The time between
Iiring, of the pairs of flash x-rays was determined within +0.1 ps. Accordingly, velocities of
material at measurement points could be determined to within +0. 1 kmi/s or better. For those cases
in which test results for two nearly identical test conditions were available, agreement between
measured values was excellent.

Bifeore examination of test results begins. several comments regarding notation in the following
fig.ures are in order. Six points in FiL. 5. •• through rid inclusive. are points for which two sets of
measurements were taken: (I) axial distance from the bumper and (2) distance between points.
measured nonnal to the debris-cloud center line. These measurements were used. with appropriate
timing information, to determine axial and diametral velocities of these points or pairs of points.
respectively. Axial velocities are denoted when the points are separated by a comnmna. )iametral
velocities are denoted when tile points are separated by a dash. All velocity data have been
riormalized bh dividing specific measured velocities by the impact velocity used for the test.
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Fig 5. Points used when making measurements of debris-cloud features.

Effect of tID Ratio and Imipact Velocity on Debris-Cloud Velocities

In this section. the effects of a change in t/D ratio and/or impact velocity on the velocity of the axial
measurement points of the debris cloud, the axial and diametral velocity of the disc-like center
element, and the axial and diametral velocity of the front element are presented, in that order.

In Fig. 6a, normnalized axial debris-cloud velocities decrease as t/D ratio increases. Overall, an
increase in the axial dispersion of the cloud is observed. The velocity of point t is probably very
close to or may be the velocity of the center of mass of the debris cloud. The observed decrease in
velocity of this point is not surprising since conservation of momentum would predict this behavior
as the t/D ratio increases and the mass of bumper involved in the collision increases. The velocity
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Fig.6. Normalized velocity of selected on-axis measurement points in debris cloud versus tau ratio and
impact velocity.
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of point 0 in Fig. 6b is nearly constant, as would be expected since the t/D ratio is constant.
However, the sudden increase in velocity of point T in Fig. 6b is noteworthy and will be discussed
in more detail later in this section. The velocity of point 04, in Fig. 6b. appears to be approaching
the value shown for a t/D of 0.049 in Fig. 6a.

Normalized axial and diametral velocities of points L9) and 0 are shown in Fig. 7. A decrease in
axial velocity and an increase in the diametral velocity of these points occurs as the t/D ratio
increases. These points cease to be distinct in the cloud when the t/D ratio is between 0.10 and
0. 16 because of rearward flow at the periphery of the center element. As impact velocity increases,
little change in the axial velocity of this region is observed: however, a moderate increase of the
diametral velocity of these points occurs.

01 0 [
0 1g0 9- 4ýo9

! >t D 0.049
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Fi g. 7. Normalized axial and diametral velocities of center element of debris cloud versus t/D ratio and
impact velocity.

Nomnalizcd axial and dianietral velocities of points j5, (%, 1T, and $_ are presented in Fig. 8. As t/D
ratio increases, in Ho. 8a. the axial velocity of all four points decreases. Points ( and O, cease to
he distinct when this element changes from a truncated-cone shape to a spherical sector at a t/D
ratio between 0. 10 and 0. 16. The diametral velocity of these pairs of points increases slightly to a
maximum at t/D = 0.16. then decreases rapidly until this feature disappears (tID > 0.23). The
opposite behavior of these points is observed when impact velocity increases. The axial velocity of
points 15) and (•1 increases considerably: however, little or no change in the axial velocity of points
7 and "A is observed. Significant increases in the diametral velocity of both pairs of points,
particularly 1" and '89, are the most noteable feature of Fig. 8b.

Growth of the debris-cloud internal structure occurs as r/D ratio and impact velocity increase.
Comparison of normalized debris-cloud velocities, as a function of I/D ratio, indicates that the
velocities of points used to evaluate this growth agree (within measurement limits) despite a factor
oft two variation in projectile diameter and a lactor of eight in projectile mass. Ilie limited data
(one point) would indicate that similar agreement of nonnalized velocities occurs as impact
velocity is varied, Caution is urged in extending these observations to all combinations of t/D ratio
and impact velocity, however. The development and growth (or minimal growth) of thie front
element was the most interesting and significant aspect of comparison oh debris-cloud features.
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Modl for Early-Time Interactions at Impact Site

Late-time views of the debris clouds presented in Fig. 4 are shown in Fig. 9. These late-time views
clearly show the development and growth of tl e front element of the debris-cloud internal structure
as impact velocity increases. The front element of each view in Fig. 9 consists of the following:
(9a) and (9b) a single fragment and several solid fragments, respectively; (9c) a small cloud of solid
fragments; (9d) and (9e) a large cloud of finely divided droplets of molten aluminum.

A model for the formation of the front element is presented in this subsection. The essential
features of the model are shown in Fig. 10. The model draws heavily on a description of the
kinematics of the impact process given by Ang (1990) and used to determine the source of material
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Fig. 10. Illusatiuon of interactions at impact site. Collision-point velocities versus time after impact, for a

9.53-mm-diameter sphere traveling at 6.70 kni/s, are shown in this figure. In the inset, the impacting

sphere and impacted plate are shown with appropriate notation forthe velocities referenced in the paper.

dominating an impact flash signature. In Fig. 10, U is the shock-wave front velocity, u is the
particle velocity behind the shock-wave front, Vo is the sphere impact velocity, Vcp,p is the
velocity of the collision point between the surfaces of the sphere and target in the reference frame
of the projectile, and VCPT is the velocity of the collision point in the reference frame of the target.
Half of a sphere impacting half a semi-infinite plate is shown in the inset in this figure.

As shown in Fig. 10, VCp" T is greater than U for the first 0.12 ps after impact. Consequently,
loading of the lens-shaped region shown in the inset is quasi one-dimensional during this time
interval. Formation of release waves at the boundaries of the lens-shaped region is not possible as
long as VCp" T is greater than U. When VCp" T is less than U, release waves are generated in the
target prior to contact by the oncoming sphere. As the impact process continues, formation of
release waves in the sphere begins and a decrease in U occurs, due to spherical divergence of the
wave front. These later-time events quickly complicate description of the shock-wave interactions
taking place during the remainder of the impact event. In the inset in Fig. 10, the lens-shaped
region of compressed material is shown to scale at the time VCp T equals U (0.12 ps after impact).
The diameter of the compressed region is approximately 56 percent of the diameter of the sphere.
Also shown is a t/D scale that allows the reader to determine the fraction of bumper-plate thickness
that experiences quasi one-dimensional loading during impact.

The nearly constant radiographic density and shape of the front element, for the low t/D ratio tests,
would indicate that the materials involved in the formation of the front elements experienced similar
shock loadings. At greater t/D ratios, increasingly larger volumes of material are involved in
formation of the front elements. However, this material is derived from regions where the shock
wave interactions are complicated and where shock-wave velocities and pressures are lower. These
factors contribute to processes that alter the prominence and shape of the front element.

Growth of the lens-shaped region, shown in Fig, 10, into the darker portion of the front element is
illustrated in Fig. I Ia. The diameter of the heavily shaded region in this figure was determined from
the radiograph of the debris cloud shown in Fig. I lb. This diameter and the measured diametral
velocity of this portion of the debris cloud were used to compute the diameter of the lens-shaped
region at 0.12 ps after impact. The computed diamneter and the nominal diameter of this region
(56 percent of the sphere diameter) agreed exactly. The darker region in the front element was also
observed in radiographs of tests with t/D ratios of 0.026 and 0.049.
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Fig. 11. Development of features in front element of internal strtlctulre of debris cloud. (a) Expansion of region
in , hich collision-point velocity in target exceeds shock-wave front velocity (see Hg. 1(0. (b) \"ie\% of
debris cloud produced 11 impact of a 9.53-mim-diameter 2017-T4 aluminum sphere with an 1100-0
aluminum sheet at 6.67 km/s (Shot 4-1290. t,'D = 0.032).

L/'t 1/ Chof~ltl(' on'State ,) DLhris-Ch)d1 Velocities ' u d1 Motlphology.

Projectile and bumper-plate material that form the front element are the most intensely shocked
material in the debris cloud, It has been shown (see Anderson et al.. 1990. for example) that
release from a shocked state is a nearly isentropic process and that a significant amount of energy
remains in the previously shocked material after release. This residual energy is converted to heat
and. depending on the anmount of heat available, melting and/or vaporization of the previously
shocked material may occur. Anderson et al. have estimated the residual temperatures. as a
function of particle velocity of the shocked material, for four metals: aluminum, cadmium. lead,
and molybdenum. An adaptation of a figure taken from their work is presented in Fig. 12 and
shows the results of their computations for aluminum. The lens-shaped region of Fig. 10 can be
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Fig. 12. Estimated residtal temperature verstis particle velocity using Tillotson EOS. Shot numbers noted in
this figu re are for tests show n in Figs. 4 and 9.
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treated as experiencing a nearly one-dimensional shock. Following release from the shocked state,
material in this region should attain temperatures and phases indicated in Fig. 12. As the t/D ratio
increases, material outside this region would not be as highly shocked and increasingly larger
portions of the bumper and projectile would remain as solid but heated fragments.

Studies performed at UDRI. by Schmidt et al. (1993), have provided radiographs of tests in which
cadmium spheres were fired at cadmium plates (t/D ratios -0.16). Impact velocities for these tests
were high enough to cause vaporization of projectile and bumper material. Results of an analysis
of these tests and the tests with aluminum spheres and plates were used to develop the sequence of
debris-cloud cross sections illustrated in Fig. 13. In this figure, effects of change of state due to
increased impact velocity are first manifested in the lens-shaped region shown in Figs. 10 and 11.
When impact velocity is low, the cloud is composed of solid fragments. As impact velocity
increases, a small region of liquid develops but may have a thin zone of solid-liquid phase bumper
material at the front and a thick zone of solid-liquid phase projectile material at the rear. The entire
zone liquefies as impact velocity and residual temperature increases. Further increases in impact
velocity produce regions of liquid-vapor phase and vapor. Low-density vaporous material at the
front of the cloud is driven outward due to the expansion of regions of higher density vapor below.
This outward expansion produces a fuller and more rounded debris-cloud profile. As expansion
continues, the regions of high-density vapor are exhausted and disappear. The increase in the
velocity of point &, in Fig. 6b. is indicative of a significant decrease in material strength resulting
from complete liquefaction of material in the front element.

Similarities between the cadmium and aluminum debris cloud were striking when the comparisons
were made on the basis of t/D ratio. In Schmidt et al., issues related to scaling of impact velocity,
thermodynamic properties of the materials involved in the impact, etc., are discussed. Test results
presented by Schmidt et.al. show that properly scaled aluminum and cadmium experiments
produced similar damage to or failure of the rear wall of a Whipple-type shield. Similarity of cloud
structure and properties has been observed in the other UDRI tests involving impacts of like
materials. The structural features of the aluminum tests described in this paper conform to the
features shown for the low and moderate impact velocity debris clouds in Fig. 13. All evidence
indicates that impacts of aluminum spheres with aluminum plates at velocities high enough to
produce vaporization would produce debris clouds that look like the vaporous cloud shown in Fig. 13.

I'- Liquid + High-Density Vapor

Solid + Liquid -Expanding Vapor

"iSolid Liquid

1 Solid + Liquid Liquid + Vapor - . Low-Density Vapor

Fig. 13. Illustration of various debris-cloud structural features resulting from change of phase of material
in cloud elements, Cloud development typical for tID ratio near or just below optimum.

SUMMARY

Debris clouds produced by the impact of aluminum spheres with thin aluminum plates were shown
to consist of three structural features: (I) an eJecta veil, (2) an external bubble of debris, and (3) a
significant structure inside the external bubble of debris. The internal structure consisted of a front,
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center, and rear element. The prominence and size of the three internal structural elements was
shown to vary with t/D ratio and impact velocity. Changes in impact velocity produced the more
significant changes in the front element.

A model for the development of the front element of the internal structure was presented. This
model and the appropriate thermodynamic descriptions of the metals used for thle bumper and
projectile can be used to determine the state of material in this region of the debris cloud. A
description of a debris cloud containing solid, solid-liquid, and/or liquid-vapor phases was presented.
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EXPERIMENTS ON THE HYPERVELOCITY PENETRATION OF THIN ALUMINIUM SHEETS

W. RESCHAUER and E. IGENBERGS

Lehrstuhl far Raumfahrttechnik (LRT), Technische Universit~t Munchen (TUM)
D-8000 Munchen 2, Arcisstrage 21, FRG

ABSTRACT

Penetration experiments were conducted at the plasma accelerator test facility of the
LRT/TUM. Thin aluminium sheets (8 to 125 pm thick) were impacted and penetrated by glass
spheres with diameters of 20 to 60 pm at velocities between 10 and 15 km/s. In earlier
experiments similar impacts on semi-infinite targets were analyzed and a method was developed
to quantitatively measure the electrical charge contained in the impact plasma. This method
bas been extended to impacLs on thin targets which were perforated. The electrical charges
were measured on both sides of the target together with the velocity and the diameter of the
projectile. Sensors behind the target detected the light from the penetration itself as well
as from the debris plume. These experiments were conducted with a modular target system,
which was designed to assure a constant accuracy, while significant parameters were varied.
These experiments offer a new method for the determination of the projectile diameter.

INTRODUCTION

One of the main objectives of the experiments in the laboratory of the Lehrstuhl far
Raumfahrttechnik (LRT) is the simulation of micrometeoroids and space debris. Small particles
are accelerated in a plasma accelerator (Igenbergs and Shriver, 1973; Hadepohl et al., 1989).

Helium gas is injected between two coaxial electrodes. This gas is used to generate a helium
plasma by the discharge of a capacitor bank (365 JiF, 20 kV). The current flowing through the
plasma and the magnetic field around the center electrode cause Lorentz-forces accelerating
the plasma piston out of the electrodes into a conical coil. There, the plasma is compressed
to several kilobars and passes the nozzle of the coil with a velocity on the order of
80 km/s. In front of the coil, small glass spheres are exposed to the plasma flow and hence
are drag-accelerated. Glass is the most appropriate material to withstand the high
temperatures and the shock conditions during the acceleration phase. After a flight path of
almost 4m the particles will impact a target mounted in a detector within the high vacuum
section of the range.

Impacts of sufficiently high kinetic energy will evaporate and partly ionize material of both
the projectile and the target and then eject the material out of the penetration zone. Within
this ejecta cloud the electrical charges are transported to collector plates placed on both
sides to the flight path of the projectile. The collectors are biased to opposite voltages to
separate negative and positive charges. The mass and the velocity of the impacting projectile
can be calculated of these electrical charges. This principle is presently used in a space
experiment called Munich Dust Counter (MDC) on board of the Japanese satellite Hiten
(Igenbergs et al., 1990). The micrometeoroid impacts measured between the Earth and the Moon
provided new data of the micrometeoroid flux in space.

EXPERIMENTAL SETUP

The detector (Fig. i) is designed to determine the mass and the velocity of the impacting
projectile, as well as the positive and negative charges carried by the ionized ejecta clouds
in front of and behind the target. On the rear side of the target, the light emission
generated by the penetration is detected.
Three axially displacable frames are mounted perpendicular to the flight path. The components
of the setup are designed as slides which are inserted into the frames providing a target
area of 60 x 60 mm. The upper frame holds a submicron nitrocellulosis film (NC-foil) for the
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determination of the projectile size. The middle frame carries the target and the front and
rear charge collector plates. The lower frame holds the light detector. In order to minimize

the length of the wires from the detectors to the amplifiers, the electronics are situated
within the vacuum chamber. A cylindrical box below the light detector contains four
high-speed operational amplifiers for the charge signals and four high impedance sensing
amplifiers for the light signals. The experimental setup is shielded by a housing to reduce
the interference of the photosensors with the plasma light within the accelerator. The entire
detector is surrounded by a metallic cylinder for protection against electromagnetic
radiation.

front
charge_----V ~ i_•j

detlectors

target

charge-lg
collectors

light•

detector .

UHV- flange • 50

Fig. 1. The impact detector is mounted on the back end flange of the
high vacuum section. The cylindrical shielding and the front
cover of the housing are removed. Above the cylindrical
electronics box three frames hold the light detector, the
target slide and the four charge collectors, the NC-foil slide
and the lower half of a vacuum labyrinth ensuring
electromagnetic shielding.

EXPERIMENTS

The projectile parameters must be determined immediately prior to the impact because ablation
during the acceleration process reduces the initial size of the projectile.

A submicron nitrocellulosis film (NC-foil) is used to determine the projectile mass. The
thickness of the NC-foil is at least two orders of magnitude smaller than the projectile
diameter. The penetrating projectile will generate a hole which corresponds very closely in
size and shape to the cross-section of the projectile. Spherical shape for every projectile
in this experiment series is assumed, because all impacts which did not show circular holes
in the NC-foil were excluded from further evaluation. The mass is computed using the known

density of the projectile.



The velocity of the impacting projectile is determined by a time of flight measurement. The
projectiles leave 20 /is after the initiation of the capacitor bank discharge (Igenbergs
et al., 1987). The acceleration of the projectiles is only effective throughout a short
distance compared to the flight path of the projectile because of the divergent plasma flow
behind the compressor coil. Thus, for the calculation the velocity is assumed to be constant.

Electromagnetic radiation from the plasma accelerator strongly influences the detector system
for about 250 ps after initiation of the experiment. Then the resistance of the Ignitron
switches increases by several orders of magnitude and disconnects the capacitor bank of the
accelerator. Thus, a flight path of 3969 mm allows enough delay to record signals of
projectiles whith velocities less than 17 km/s without electromagnetic noise from the
capacitor bank.

The collector plates are biased to +30 V and -30 V, respectively and separate the positive
and negative charges of the impact plasma. The electrical currents detected by the collectors
are on the order of 100 JiA and cannot be measured directly with a transient recorder. High
slew rate operational amplifiers convert the currents into signals of several volts.

The currents detected in front of the target (Fig.2a) typically show the thrCe features of a
hypervelocity impact signal explained by Iglseder and Igenbergs (1987): the NC-foil
penetration, the actual impact and secondary ejecta impacts. The charge collectors behind the
target (Fig. 2b) cannot detect the NC-foil perforation, but do record the target perforation
and secondary effects caused by ejecta impacts.
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Fig. 2. The charge current signals are generated by ions (positive) and

electrons (negative).
(aluminium sheet, thickness: 110 Jim)

a. The signals measured in front of the target show three events:
the NC-foil penetration, the impact on the target and impacts
of the ejecta from the target.
(projectile diameter: 45 Jim, impact velocity: 8.5 km/s)

b. The signals measuread behind the target show a main peak and
subsequent secondary impacts.
(projectile diameter: 44 Jim, impact velocity: 11.9 km/s)

Integrating the current over time yields the electrical charge (Fig. 3). Both the time
between the peaks of the main and the secondary impacts and their amplitudes vary with the
distance of the collectors from the impact location. Hence, the main impact and the secondary
effects may merge and then are hardly distinguished in the charge signal.

- i.B- I I'l l ••I
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Fig. 3. The charges of ions (positive) and electrons (negative) are
obtained by integrating the charge current signals.

a. The front charges correspond to Fig. 2a.
b. The rear charges correspond to Fig. 2b.

The impact light emissions on the rear side of the target and of the debris plume are

detected by Avalanche Photo Diodes (APDs). The APDs are operated in an inverse direction

circuit, biased to -220 V and are similar to photomultipier tubes. The spectral responsivity

Is higher than 30 A/W within a wavelength band from 520 nm to 970 nm (maximum responsivity:

77 A/W at 830 nm). Hence, heated matter of the impact event may be the main source of the
detected radiation. The sensors can be used uncalibrated to provide some information on the

location of the perforation. The space behind the target is divided into four chambers. Each

APD surveys one quarter of the rear target surface. The light emitted in one quadrant is

focussed by a lens onto the corresponding APD. A honeycomb structure in front of the lenses

avoids stray light from the neighbouring chambers and from the outside.

-e as
0

4 -8.e15

0.o V e... ISO.8.6 0.8 188.08 • 160.8

time (ips]

Fig. 4. The light signal of a single APD shows the optical features
behind a target perforated by a hypervelocity projectile:

emission from the penetration location itself and the radiation

from the expanding debris plume.
(copper sheet, thickness: 40 jim,

projectile diameter: 58 Jim, impact velocity: 7.1 km/s)
Note: Using copper as target material shows the two sources of

the light signal. The light detected from the penetration

location is superposed on the stronger radiation of the debris

plume if aluminium targets are impacted.
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An APD signal (Fig. 4) shows a steep slope caused by light emitted from the location of the
perforation. This peak is superposed on the radiation of the debris plume which causes a
slower rise of the light signal, but, in the case of an aluminium target, a higher amplitude.
The expanding ejecta cloud is also detected by the other three APDs with a time delay and a
lower amplitude. It is a specific feature of the plasma accelerator that generally more than
one projectile is accelerated. All light signals together (Fig. 5) are used to relate an

impact event to its charge signals. With this light detector even two impacts in the same
quadrant can be distinguished.

0

2S88sa.8a 7SO.8
time [ps]

Fig. 5. The four qurdrants of the rear target side are surveyed by one
APD each (signals from above: quadrants I-IV). This light
detector record shows target penetrations at different
locations within the fourth quadrant. The fastest impact
occurred in the middle, the second one close to the first and
the slowest one close to the third quadrant.

(sheet material: aluminium, thickness 10 Jpm,
projectile diameter: 29 Jim, impact velocity: 9.8 km/s

29 /im, 7.4 km/s
13 Jim, 4.6 km/s)

TARGETS AND PROJECTILES

Sheets of pure aluminium with thicknesses between 8 and 125 Jpm and a smooth surface on both
sides are used as targets.

The projectile parameters are varied by changing the size of the glass spheres loaded prior
to the test. The projectii mass varies statistically due to plasma flow effects. In these
experiments the mass ranged from 10-10 to 10.6 g, the impact velocity from 1.9 to 18.4 km/s.

EVALUATION OF THE EXPERIMENTS

The target and, close above, the NC-foil slide are mounted in a frame with a transparent grid
and then are investigated with a microscope. This frame preserves the relative position of
the aluminium sheet and the NC-foil.

2 0

Fig. 6. A penetration hole in the NC-foil with 56 pim in diameter.

The perforation holes in the NC-foil (Fig. 6) have a smooth rim and are surrounded by a halo
of deposited vapour which accompanied and swept up the projectile. Holes generated by ejecta
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perforation look different: These have irregular rims and no halo. Sometimes the hole of the
projectile is removed subsequently by ejecta perforation and the mass of the projectile
cannot be estimated.

In the experiments described here, the impact velocity is higher than the sound velocity in
the target and the impacts show the typical features of a hypervelocity event. Both, the
front and the rear side of the hole are rimmed by a steep, overturned lip (Fig.?). The target
material next to the impact remains in the original state.

a. b.

C.

Fig. 7. A penetration hole was scanned with an electron microscope.
(aluminium sheet, thickness: 125 mim,
hole diameter: 220 ,im,

projectile diameter: 56 /im, impact velocity: 10.6 km/s)
a. Front view
b. Rear side view (several rows of crater lips are visible)
c. View inside the hole

A glass plate is located behind the target during the experiments. A fine deposit of spray is
found there as opposed to the expected secondary impacts. This indicates a high degree of
ejecta vaporization during the penetration of the target. No projectile material remains
inside the penetration hole. The surface there is smooth or shows patterns similar to fish
scales due to cracks caused by the release from the shocked state (Fig. 7c).

Sometimes the rear side shows two or more rows of lips inside of the outer steep lip
(Fig, 7b), In this case the surface between the lips is rough and looks cr,:;,bly. This feature
("scabbing") is caused by spallation and also was observed on sheets penetrated in low earth
orbit (Carey et al., 1985a). The impacts probably occurred close to the ballistic limit if
the spallation features remained i.itact. Generally, these features are subsequently removed
by the penetrating projecLile at higher impact energies.

Hypervelocity impacts of spheres into semi-infinite targets generate craters of ellipsoidal
shape (Iglseder and Igenbergs, 1990). Penetration holes through targets which are thin
compared to the projectile diameter are of cylindrical, or hyperboloidal, shape. The target
penetrated in these experiments are neither semi-infinte nor thin compared to the diameter of
the impacting projectile. Hence, the transition from the crater to the hole generation
"')oress is visible if impacts close to the ballistic limit are examined (Fie.8).
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a. b.

50 pm 50 lim

I- -

Fig. 8. Two cross-sections of impact craters close to the ballistic
limit are compared:
(aluminium sheet, thickness: 110 pim)

a. The impact features are similar to a crater in a semi-infinite
target. The rear surface of the target, however, is already

bent outward and disrupted by spallation.
(crater diameter: 183 pm,
projectile diameter: 47 Jim, impact vele.ity: 7.3 km/s)

b. The projectile almost disrupted the rear surface to generate a
penetration hole with a cylindrical shape.
(crater diameter: 160 Jim,

projectile diameter: 40 pm, velocity: 8.5 km/s)
Note: The cross-sections do not show the maximum diameters.

The further beyond the ballistic limit an impact occurs (e.g. a reduction of the target
thickness), the more cylindrical the penetration hole is and the smaller the crater lips are,
compared to the hole size (Fig. 9).

Fig. 9. A penetration hole further beyond the ballistic limit.
(aluminium sheet, thickness: 10 Jim,

hole diameter: 37 Jim,
projectile diameter: 13 Jim, impact velocity: 8.5 km/s)
Note: This cross-section does not show the maximum diameter.

The impact velocity influences the shape of a penetration hole if the projectile diameter and
the target thickness are of the same order of magnitude. The faster the impact occurs, the
more conical are the penetration holes; i.e. the ratio of the entry-to-exit-side hole
diameter increases (Carey et al. , 1985b). This may correspond to an increasing ratio of
front-to-rear-side ejecta mass, as Indicated by the ejecta charge measurements (Fig. 10, see
also Fig. 13).

Most of the empirical equations of crater sizes and impact parameters are more or less based
on a direct dependence of the crater volume to the impact energy if material properties are
not varied (e.g. Frisch et al. , 1986; Iglseder and Igenbergs, 1990). Hence, the mass of the
target material removed from its original location is proportional to the impact energy as
well. The experiments discussed here indicate a lower amount of extracted target material per
unit energy compared to the empirical equations above. The kinetic energy of the debris plume

is increased by the excess energy. (Fig. 11)
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b.

C.

S!I

V _-- --1

Fig. 10. A series of impacts on the same target with increasing
velocity and constant projectile diameter shows a variation of
the hole shape.
(aluminium sheet, thickness: 40 Jim)

a. hole diameter: 79 pm.
projectile diameter: 24 pm, impact velocity: 6.8 km/s,

b. hole diameter: 100 pim,
projectile diameter: 24 Jm, impact velocity: 9.5 km/s,

c. hole diameter: 107 Jim,
projectile diameter: 23 pim, impact velocity: 11.5 km/s
Note: The cross-sections do not show the maximum diameters.

. 1Q0-"

S~ oo o•_0o

,44
0

QI

10-10

10-6 '105 i 10 10 0o- 10?- 10-1

impact energy fiJ

FIg. 11. A relation between the impact energy and the hole volume
(similar to impacts on semi-infinite targets) is still visible
for the perforation if the target thickness and the projectile
diameter are of the same order of magnitude.



Penetration experiments on thin aluminium sheets 595

For impacts of glass beads on semi-infinite targets the ejecta charge per unit mass satisfies
a power function of the impact velocity (Igiseder and Igenbergs, 1987). If the targets are
perforated, the amount of ionized ejecta collected with an identical setup is smaller

compared to an impact on a semi-infinite target (Fig. 12).

"FIgseder and Igenbergs (1987)

0

U
i o-2

-. 2 000

noo

4 .8 10 12 14 16

impact velocity [km/s ]

Fig. 12. The average of the total electron charges (both from the front

and the rear) divided by the projectile mass is less than the
charge generated by an eqivalent impact on a semi-infinite
target (indicated by the line).

Spallation occurs within a small range rather than at a certain impact velocity referring to
the momentum transfer model of Nysmith and Denardo (1969). However, the impact velocity
determines the Hugoniot state and the material compression by the shock wave propagating
through the target. Hence, the spallation generated by the shock wave occurs closer to the
rear target surface with an increasing shock wave amplitude. The projectile penetrates deeper
into the target until the rear target surface is disrupted and more material is ejected to

the front side of the target (Fig.13),

104

S 102

0 _F. o b,=

14 0

S10-1

"24 6 10 12 14 16

impact velocity [km/s]

Fig. 13. The penetration experiments Indicate an increase of the ratio

of front-to-rear-side ejects charges with the impact velocity.

The detector sepcrately measures the eJecta charges on both sides of the target. The charge

ratio measured in front of and behind the target correlates to the ratio of the eject) mass.
Therefore, the debris clouds on both sides have to be in a similar state. This fact could not
be verified by the data from these experiments, uut the average ratio of the measured charges

tends to Increase with the impact velocity independently of the projectile mass.



UNCERTAINTIES OF THE EXPERIMENTS

The impact velocity can be determined quite accurately due to the long distance from the
accelerator to the target. The projectile mass is derived from the hole size of the NC-foil
perforation. Hence, this measuring error depends on the third power.

The location of the charge collectors determined by Iglseder (1987) guarantees a maximum
charge profit if two polarities are required. A variation of the bias voltages does not show
different amounts of the collected charges, whereas the distance or the angle of the
collectors with respect to the target has a significant influence to the charge collection. A
higher accuracy of the electron charge signal compared to the ion charge signal supports the
assumption that the forces of the electrical field between the collectors are dominated by
the momentum of the ejecta cloud itself.

CONCLUDING REMARKS

A new setup for the hypervelocity penetration of thin sheets was used in the plasma
accelerator facility of the Lehrstuhl fur Raumfahrtechnik (LRT) to measure the charge
currents of the ejects clouds on both sides of the target and to detect light emissions from
the rear of the perforation and the debris plume.

The impact charge measurement will be improved if the collector plates are replaced by wire
grids mounted parallel to both sides of the target. This will simplify the setup to a
unipolar detector providing a constant distance from the impact location to the grids. The
collection of electrons will increase the measurement accuracy.

Appropriate targets and collector grids will allow a determination of the impact parameters
by electron charge measurements. The total ejects charge is related to both the impact
velocity and the projectile mass due to an energy transfer to ionize the material of the
penetration zone. The ratio of the charges measured on both sides of the target varies with
the impact velocity due to shock wave effects and, hence, is not depending on the projectile
mass. Light signals allow to redundantly determine the impact velocity and relate the charge
signals to the penetration holes if several impact events per test occur.

The new data indicate that empirical equations similar to existing equations for the
semi-infinite impact show a correlation of the the target mass removed during the penetration
process and the impact energy. The total ejects charge increases with the projectile mass as
well as with the impact velocity. If the projectile size and the sheet thickness are of the
same order of magnitude, the ratio of ejects charges of the front and rear side of the target
increases with the impact velocity.

The transition phase of beginning to complete spallation is to be investigated in more detail
to explain phenomena such as follow-on spallation which was observed as additional rows of
crater lips on the rear side of the penetration hole.
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EXPLOSIVE SIMULATION TO INVESTIGATE ENHANCED

ABLATOR REMOVAL

Mohsen Sanai and James D. Colton

SRI International
Menlo Park, CA 94025

ABSTRACT

We have developed a method to simulate with explosives the impact and penetration of a reentry vehicle
(RV) shell by a high-density hypervelocity fragment. Using a two-dimensional Lagrangian hydrocode,
we modeled various hypervelocity fragment impact conditions and innovative explosive configurations
that simulate the impact effects. The method is based on matching the damage inflicted on the heatshield
by the impact and penetration of the fragment. Specifically, we set a simulation objective of matching
the hole size, the time history of the stress environment, and the final effective plastic strain field for
both the silica phenolic heatshield and aluminum layers while keeping the momentum imparted to the
target the same. The calculations showed that the explosive jet from an explosive charge placed inside a
short disposable steel barrel produced a hole that matched the simulation criteria reasonably well except
that the aluminum substrate stretched excessively before failing. A much improved simulation was
obtained when the target was penetrated with a fragment projected by an explosive charge. All the
simulation criteria listed above were matched very well, indicating that explosive simulation can be used
to simulate the impact of hypervelocity fragments with a high degree of fidelity.

INTRODUCTION

Investigation of dense fragments impacting and penetrating a space target or reentry vehicle requires
advanced gun facilities capable of accelerating such fragments to hypervelocity speed. As an alternative
to using such guns, we developed a cost-efficient explosive simulation technique that duplicates the
important impact phenomena with a high degree of fidelity. The simulation criteria we set were to match
in both the heatshield and substrate materials the following parameters while keeping the momentum
imparted to the target the same:

(1) Hole size.

(2) Time history of the stress environment produced around the hole during penetration.

(3) Final effective plastic strain (EPS) field produced around the hole after penetration.

Our approach to satisfying the above simulation criteria is to develop shaped explosive charges that
replicate the desired impact as closely as possible, either directly or through projection of a shaped
fragment.

597
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RESULTS OF CALCULATIONS

As a reference case, we chose the configuration shown in Figure 1, for which experimental data and a

KAPP * code prediction for hole size are available. This reference case consists of a 2-g tungsten sphere
impacting at 4.9 km/s a 0.25-in.-thick (6.35-mm) silica phenolic layer placed over a 0.125-in.-thick
(3.175-mm) aluminum substrate. A two-dimensional finite-difference Lagrangian computer code called
SRI L2D was used to model the penetration numerically. This code has the capability of accepting
triangular cells and has the option of automatic rezoning, thus, making it suitable for performing
penetration calculations that involve large deformation of the initial computation zones. The calculation
reported here used roughly 5000 zones initially comprising at least 5 zones through the thickness of each
material included in the calculation. The equation of state for the common materials used in the
calculations (tungsten, steel, aluminum, and explosives) are the standard ones found in the literature. For
the silica phenolic, we developed a Mie-Gruneisen equation of state based on the limited information
available in the literature. The silica phenolic was assumed to be isotropic with the shock Hugoniot
chosen as the reference line. A von Mises elastic-plastic strength model was used to describe the

material state undergoing large strains. The initial density is 1.72 g/cm 3 and the shear modulus and yield
stress are assumed to be 0.03 and 0.004 Mbar, respectively. Our previous experience with the SRI L2D
code has indicated good agreement with experimental data provided that reliable data are available for
developing the material models. For example, comparison with experimental data for a tailored
explosive charge that simulated hypervelocity impact has been reported in the previous Hypervelocity
Impact Symposium (Ref. 2).

0.50-0 2 g Tungsten Sphere at 4.9 km/s
0.25 • (0.3-cm radius)

0

-0.25 Silica Phenolic 0.25" (6.35 mm)

S-0.50
N

-0.75 Aluminum 0.125'(3.175 mm)

-1.00

-1.25

-1.50
0 0.50 1.00 1.50 2.00 2.50

R (cm)

Fig. 1. Computer modeling of a 2-g tungsten sphere impacting a silica
phenolic/aluminum target plate at 4.9 km/s.

The sequence of penetration of the target plate by the tungsten sphere is shown in Figure 2. As shown in
Figure 3, calculations were continued until the penetration process was complete so that the final hole
size could be compared with the prediction of the KAPP code. Because the KAPP code is based on

* The Kaman Analytical Penetration Program (KAPP), discussed in detail in Ref. 1, is a fast-running semi-

empirical code designed to predict penetration depth and hole size in reentry vehicles targets impacted by a
ciunky projectile. The penetration depth is calculated by using an integrated form of a simple differential
equation that equates the forces acting on the projectile to the combined resistive forces due to target hardness and
inertia. The hole size is calculated based on the projected area of the projectile and is modified according to the
thickness and properties of the target plate. As stated in Ref. 1, KAPP has been calibrated and benchmarked
against an extensive experimental data base covering a wide range of impact conditions.
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Fig. 2. Penetration of a tungsten sphere through a silica phenolic/aluminum target.

2-g Tungsten
Sphere at 4.9 km/s

(0.3-cm radius)

Silica Phenolic _ !

E" -0.50 0.25 in. (6.35 mam)

N Aluminum
0. 125 in. (3.175 mm)

-1.00 - . . .. . .

-1.50

0 0.50 1.00 1.50 2.00 2.50
R (cm)

Fig. 3. Final equivalent plastic strain (EPS) contours for a tungsten sphere impact.
The contours indicate 2% intervals in EPS.
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correlation with an extensive experimental data base, 1 comparisons made with the hole size "predicted"
by the KAPP code is essentially equivalent to direct comparison with the actual experimental data,
justifying the use of the KAPP code to benchmark the numerical simulations discussed here. As shown
in Figure 3, comparison of the equivalent plastic strain (EPS) contour plots with the hole size predicted
by KAPP indicates that all the silica phenolic material which undergoes an EPS of about 16% (contour
number 8) is removed as a result of the fragment impact and penetration.

The histories of peak stress inside the silica phenolic (Location 7 in Figure 4) and aluminum (Location
13 in Figure 4) are shown in Figure 5 for this reference impact case.

0.50

- ) 3 4

E •5 6 07 Silica06 0
Q_ Phenolic
N -0.50 1:8 9 10

0 0

11 0°12 0o13 Aluminum
-1.001

I I 1 I I I I I I I

0 0.50 1.00 1.50 2.00 2.50

R (cm)

Fig. 4. Lagrangian locations for pressure history calculation.

20.0

15.0•"(a) Silica phenoiic (Location 7) (b) Aluminum (Location 13)

.0

0, 10.00 50 2000 50 00 150 2.

1--0 5.0

0 .. 5;o.0 .. 10.0 1.0..i~ .. 20.0i 0.. ... 5;o.0 .. 10.0 15i.0 .. 20.0 ..

TIME (gs) TIME (jts)

Fig. 5. Stress time histories in silica phenolic and aluminum (tungsten sphere impact).

SIMULATION WITH EXPLOSIVE JET

To simulate the fragment impact with an explosive charge, we performed calculations for the three
configurations shown in Figure 6, in which an explosive column encased in a steel closure is used to dir-
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ect and penetrate the target with a high pressure jet. * Figure 6(a) models a thick-walled steel closure
design, whereas Figure 6(b) and (c) use a more practical closure design with one-third the wall thickness.
The explosive charge in Figure 6(c) is stood off from the loaded surface to determine if the hole size can
be controlled by adjusting the standoff distance.

(a) Thick-walled barrel (b) Thin-walled barrel (c) Thin-walled barrel at a
4.0' standoff

3.5

3.0

2.5 7......

•20- C-4

-a 1.5 Explosive
N 1.0

0.5 Steel

0
-0.5- Silica Phenolic

Aluminum

0 1.0 2.0 3.0 0 1.0 2.0 3.0 0 1.0 2.0 3.0

R (cm)

Figure 6. High explosive configurations to simulate a tungsten sphere impact.

Figure 7 shows the sequence of penetration of the target plate for the configuration of Figure 6(a). A
clean hole is made in the silica phenolic, but the aluminum substrate seems to be stretched more than for
the reference case shown in Figure 2. Also, the stresses calculated for this case (shown in Figure 8) have
roughly the same peak as in the reference case (shown in Figure 5), but the pulse width and details of the
waveforms are not identical.

C-4 Exposive
00 0.50 0.50

-0 1 0 0

N -0.50 -0.50

T= -1.0 01 2 - s -1.00 Y•-

0.50 10.50- 1jý

0 10.
-0.50 -0.50-

-a. -1.00 -1.00
S-1.50 

-1.50

16 lts 24 ,us

Fig. 7. Penetration of a high explosive jet through a silica phenolic/aluminum target.
[Initial configuration of Figure 6( a).]

* This configuration was first proposed and tested by Curt Romander (Ref. 3).
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20 (a) Silica phenolic (Location 7) (b) Aluminum (Location 13)

15

.) 0

C/)w
I- 5

0

0 5 10 15 20 25 0 5 10 15 20 25

TIME (Is)

Fig. 8. Stress time histories in silica phenolic and aluminum for the high explosive config-
uration shown in Figure 6(a).

The calculated shapes of the final configurations corresponding to the three cases shown in Figure 6 are
shown in Figure 9. Hole sizes and contour plots comparable to the reference case are obtained in all
three cases. However, the aluminum substrate in all cases shows excessive stretching, indicating that
sufficient control of substrate response to fragment penetration may not be possible for this target
configuration when simple explosive jets are used to directly load and penetrate the target plate.

(a) Thick-walled barrel (b) Thin-walled barrel (c) Thin-walled barrel

at a standoff

0.50-

0-

-0.50o-
N -1.00-

-1.50-

7I I I I I I I I I 1
0 0 00 0 0 0 C1 a ,-- 0 0 0 0 00 00

q i9 QOý9 U OUfOU C? L O OUý
0CV. IN 0.. N CM 0a . M N

R (cm)

Fig. 9. Final effective plastic strain contours for the three high explosive configurations shown
in Figure 6.
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SIMULATION WITH SHAPED FRAGMENTS

We investigated projection of fragments made with a different material and shape to simulate the impact
of hypervelocity fragments. Figure 10 shows four axisymmetric steel projectile configurations designed
to simulate the impact of the tungsten sphere in the reference case. The impact velocity is reduced to 2
km/s, a value that is readily attainable with conventional high explosive. Figures 11 and 12 show the
impact and penetration sequence for the disk projectile shown in Figure 10(a) and for the hollow plug
projectile shown in Figure 10(d), respectively, and Figure 13 shows the final configurations for all four
cases shown in Figure 10. The contour plots in Figure 13 show a striking resemblance to the reference
calculations shown in Figures 2 and 3. In particular, Figure 13(a) shows an equal hole size and virtually
identical distribution of EPS contour around the hole made in silica phenolic. The stress histories in
silica phenolic and aluminum further confirm this similarity. For example, the peak stress histories for
the flat disk impact (shown in Figure 14) indicate a stress field virtually identical to that produced in the
reference case (shown in Figure 5).

Steel Disk
0.75- (2 km/s) 0

0.50

0.25

N -0.25 Silica Phenolic

-0.50 (0.25 in.)

-0.75 Aluminum (0.125 in.)

-1.00

(a) Flat Disk (b) Truncated Plug (c) Tall Plug (d) Hollow Plug

Fig. 10. Steel projectile configurations to simulate a tungsten sphere impact.
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Fig. 13. Final effective plastic strain contours for the four configurations shown in Figure 10.
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Fig. 14. Stress-time histories in silica phenolic and aluminum [flat steel
disk shown in Figure 10(a)].

SUMMARY

We have investigated the potential use of conventional high explosives for simulating the impact and
subsequent penetration of silica phcnolic/ahiminum panels by hypervelocity fragments. When a shaped
explosive charge encased in a steel closure was used, the hole size, stress field, and EPS contours
produced around the impact point were matched quite well. However, the aluminum substrate seemed to
stretch more than that in the reference case before puncturing. Using a steel disk projected at moderate
speeds (2 km/s) replicated the reference case very well and fully satisfied the simulation criteria of
matching the hole size, stress field, and EPS contours for both the silica phenolic and aluminum layers.
In summary, results of the impact calculations tend to indicate that high explo,;ives can be used to obtain
a high fidelity simulation of impact and subsequent penetration of layered aluminum and silica phenolic
panels by a fragment moving at hype-sonic speed. This simulation technique is expected to be more
cost-effective than similar experiments with conventional hypervelocity guns. Moreover, fragment mass
and speed not achievable with the existing hypervelocity guns can be simulated using the high explosive
technique reported here.
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THE SIZE, VELOCITY AND TRAJECTORY OF DEBRIS FRAGMENTS

PRODUCED BY IMPACT WITH PLATE TARGETS

I. SARAVANE" and A. E. WILLIAMS

Naval Research Laboratory

Washington D.C.

"Potomac Research, Inc.
6121 Lincolnia Rd., Alexandria, VA 22312

ABSTRACT

The paper presents a general, summarized description of the debris cloud properties resulting from the
hypervelocity impact of a compact projectile with a plate. The experimental study involved the impacts
of three compact projectiles, L/d = 1, of two materials (Graphite epoxy, and aluminum) at 3 and 6 km/s
with three thicknesses of aluminum plate. The test matrix was tailored to explore the effects of such
impact variables as plate thickness, impact speed and projectile properties on characteristics of the debris
cloud. A few tests were dedicated to scaling. While most of the results were expected, some were
interesting and unexpected.

INTRODUCTION

The hypervelocity impact of a compact projectile with a plate target will shatter the projectile and
produce a divergent cloud of debris. If a second plate is placed a short distance behind the first plate
then this second plate will be cratered, holed, spalled or bent by the combined effect of many closely
spaced impacts. However, if the second plate is placed a very large distance behind the first plate, the
debris can spread out sufficiently so that the debris fragments produce independent craters. This
configuration was used to measure the size and trajectory of the debris fragments.

DEBRIS CHARACTERIZATION SIJDY

For the study presented here the second plate (I 100-F aluminum witness plate) was 72 projectile
diameters from the first (2024-T3 aluminum shatter plate). The soft aluminum witness plate assembly
consisted of a rigid outer "window frame" and a central plate which was free to move as a pendulum,
allowing a measurement of plate velocity and momentum (see Fig. 1). The projectile was an LUd = I
cylinder, made of solid 2024-T3 aluminum (2.77 g/cc), solid graphite epoxy (1.55 g/cc) or 2024-T3
aluminum with multiple holes to reduce the average density to match the graphite epoxy (see Fig. 2).

By measuring the fragment cloud velocity, V1, and the volume of each crater, V, the approximate mass
of each fragment, mn, was determined from the known relationship of crater volume to fragment energy

(,4)7
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at that particular velocity (see Fig. 3). The crater location was also measured (see Fig. 4). The impact
tests therefore yielded the measurements of fragment size, velocity and trajectory for tens to hundreds
of fragments. The fragment sizes included particles as small as 0.1% of the original projectile mass. The
appearance of the debris cloud and the independent craters on the witness plates are shown in Figs. 5
and 6.

The experiments were conducted at the Naval Research Laboratory using a two stage light gas gun. The
test conditions are summarized in Table 1. The test matrix included three thicknesses of shatter plate (0.1
mm, 1.0 mm, and 9.9 mm) and two impact velocities (low velocity is about 3 km/s and high is around
6 km/s). Three of the 10 small-scale tests were repeated at 2.5 times the scale and are included in Table
I as shots 3-16-89 thru 3-18-89. All tests were at normal incidence except tests 2-539 and 2-541 for
which shatter plate was placed at an impact angle of 300. The ratios of target to projectile momentum
are also presented in Table 1. The ratio is approximately 1 for most cases. However, for the few tests
with a thick shatter plate, the values of the ratio are less than those of the other tests, probably the result
of increased debris dispersion such that a smaller fraction of debris was intercepted by the central plate.

Projectile Fragmentation

Figures 7-14 show the projectile fragmentation resulting from the small scale tests. The fragments were
sorted decreasingly by mass and are presented in a log-log plot so that the large fragments are
emphasized. The steep drop-off toward the end of the plots may reflect the inherent errors of the
measuring process in which some measurable craters were discarded. A power law fit gave the best
representation of size distribution. For high speed impact (6 km/s) the multi-hole (complex) aluminum
projectile produced the largest fragments and the graphite epoxy the smallest fragments (see Fig. 7). The
appearance of the debris cloud from the complex projectile test suggests that the fragments are long
shards that are characteristic of the projectile structure (see Fig. 8). The empty spaces in the complex
projectile have attenuated the impact shock so that the large pieces of projectile could survive impact with
the shatter plate. The significance of the large fragments is displayed in Fig. 9. For instance, the mass
of the four largest fragments consists of 56% of the total fragment mass accounted for, and is equivalent
to the mass of the largest 43 fragments of the solid aluminum projectile. In comparison, the solid
aluminum projectile shattered into fragments of more uniform size than those of the complex projectile,
as indicated by the gradual rise in the cumulative mass. In general, the uniform fragments of the solid
aluminum projectile will create larger craters per unit mass than the shards produced by the complex
projectile. The values of fragment mass in Fig. 7 for the complex projectile are likely to be low
estimates because the calculation of fragment mass from Fig. 3 assumed the fragments were spheres. The
cumulative mass curve for the complex projectile in Fig. 9 should therefore be higher and should not
cross the solid aluminum projectile curve.

As the impact speed decreases, the degree of projectile shatter decreases. Figure 10 shows that the low
velocity projectiles generally shattered into larger fragments than those at high speed. In this case the
solid aluminum generated the largest fragment instead of the complex aluminum as was the case for high
speed impact. In Fig. 11, the cumulative mass of both aluminum designs exceeds the original projectile
mass (6 g). The additional mass may: 1) be generated from the shatter plate material; 2) represent the
effect of local bulging in the thick central witness plate which results in a larger crater volume than for
a semi-infinite target.

Figure 12 demonstrates the effects of impact speed on the fragment recovery. The amount of projectile
mass identified increases as the impact speed decreases. Only 25% of the aluminum projectile mass was
accounted for at 6 km/s but nearly all the mass was found at 3 km/s. The measured graphite epoxy mass
was much smaller: 6 and 33% respectively at the two velocities. Therefore, regardless of impact speed,
the graphite epoxy is still most sensitive to the pulverization effects among the three projectiles. Despite
the gross differences in measured residual fragment mass, the ratio of target momentum to initial
projectile momentum was approximately the same for graphite expoxy and aluminum projectiles.
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Large variations in the shatter plate thickness produced large variations in the characteristics of the debris
cloud. Figures 13 and 14 compare the projectile fragmentation resulting from the high velocity impacts
of the graphite epoxy projectile into shatter plates of the three thicknesses. The impact with the thin
shatter plate placed at an impact angle of 300 was sufficient to shatter the projectile but did not disperse
the debris (see Fig. 15). As a consequence, the projectile debris produced a large crater in the central
witness plate. The projectile mass attributable to this crater was 88% of initial projectile mass. The
remaining 51 measured craters were produced by the fragments which made up 4% of projectile mass.
In contrast to the thin plate impact, the impact with the thick plate appeared to consume the projectile
and produced a cloud of highly dispersed aluminum plate fragments. Figure 5 shows the amount of
dispersion by comparing the total size of the debris cloud with the fraction of the cloud subtended by the
310 and 60' angles representing the approximate portions of the debris cloud intercepted by the central
witness plate and total witness plate areas respectively. The dispersion reduced the impulse delivered to
the central witness plate to about 1/3 the value observed for the medium thickness shatter plate test. As
shown in Fig. 14, the total cumulative fragment mass for the thick plate test is substantially greater than
that for the medium thickness plate impact because the debris cloud for the thick plate impact was mostly
plate fragments.

Projectile Skew Angle and Debris Pattern

Table I reports the projectile skew angle (the angle between the trajectory and the projectile axis) and
the projectile polar angle, P, , (the angle between the horizontal line on the witness plate and the
projection of the projectile axis onto the witness plate). A similar orthogonal polar angle, P2 , was
observed for the distribution of craters on the witness plates. Most of the tests produced an impact
pattern which exhibits an axis of symmetry. It was further observed that this axis of symmetry was
nearly orthogonal to the projectile polar direction. That is, the largest debris fragments spread out in a
direction normal to the projectile axis. An example of the polar angles is illustrated in Fig. 16. The
differences between these angles, IP, - P21, are also included in Table 1. A cursory examination of the
witness plates suggests that the line of craters defining the polar angle, P2, on the witness plate is
displaced from the trajectory in the direction of the projectile axis. Apparently the impact of the skewed
projectile with the shatter plate is generating an asymmetrical radial impulse on the debris and pushing
the debris in the direction of the projectile polar angle.

Dispersion of Debris

The spatial distribution of the debris on the witness plates is described in Figs. 17 - 24. For high speed
impact, the fragments from the graphite epoxy impact dispersed by the largest amount among the three
projectiles (see Fig. 17). For instance, 70% of the identified fragment mass from the graphite epoxy
impact is spread over an area 15 times the area occupied by the complex aluminum fragments, and 3
times the area occupied by the solid aluminum. However, as the impact speed decreases, the dispersion
also decreases as shown in Fig. 18. In this case, the same amount of the identified mass from the
graphite epoxy impact is concentrated in an area of only 1/8 the area occupied by the fragments from
high speed impact. The big steps at the steep portion of the curves reflect the concentration of the large
fragments around the center of the witness plate.

Along with projectile design and impact speed, the shatter plate thickness also influences the dispersion
of the debris cloud. Figure 19 indicates that debris cloud dispersion increases as the thickness of shatter
plate increases. For a thick-plate impact, the type of projectile does not have much effect on the
dispersion characteristics of the debris clouds, as demonstrated in Fig. 20.

Figures 21-24 show the distribution of the fragments in terms of population density (mass per unit area)
as a function of the dispersion angle. The sampling technique involved the division of the entire witness
plate area into 15 equal circular areas (see Fig. 3). A large number of rings would increase the
fluctuations of the data (as the ring area becomes small, the number of craters also becomes small). The
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lack of a data point for some sampling areas indicates that there no craters exist within that particular

sampling area. For most cases, the test results exhibit a higher level of fragment concentration toward
the center of the witness plate, with the exception of the thick plate impacts in which the concentration
is relatively low at the center and near the edge of the witness plate. Thus, the thick plate results are
smoothest. Part of the reason for the chaos is the asymmetry in the fragment distribution due to the
projectile yaw.

Scaling

Figures 25-27 show the scaling effects on the projectile fragmentation by comparing the results of the
small scale impact with those of the large scale impact (2.5 times small scale test). The comparisons
indicate that the tests scale fairly well, especially the multi-hole aluminum projectile tests. However,
there exists some disagreement in scaling, which may be due to the differences in projectile yaw.

CONCLUSIONS

The debris cloud observations obtained from the 13 impact tests lead to a number of conclusions, some
expected based on data from other hypervelocity impact tests, but some results lead to unexpected
conclusions.

1. As expected, increased impact velocity causes increased debris dispersion. The sharp reduction of
identified fragment mass from 100% (aluminum projectiles) to 25% due to a doubling of the velocity is
more than we expected. The normalized impulse to the central witness plate was about the same at the
two velocities, suggesting that most of the mass does strike the central witness plate at both low and high
velocity. An extrapolation of the population distribution plots of Fig. 7 would seem unlikely to yield the
missing mass. The most probable explanation is that the very small fragments (< I mg) were decelerated
by the 4 - 9 torr residual atmosphere and therefore did not have sufficient energy to produce craters. The
observed motion of the witness plate may be due to the motion of the air between the shatter plate and
central witness plate (this volume would contain about 3 g of air).

2. The effect of plate thickness on debris dispersion was generally expected. The amount of indicated
fragment mass observed for the two thick target tests, 2 g, seems low, given the amount of plate and
projectile debris generated, 60 g. However, some of the debris is ejected uprange and, as indicated by
Fig. 5, much of the debris mass is dispersed by such a large amount that it misses the witness plate.
Still, the indicated fragment mass is only 3% of the initial 60 g.

The results obtained with the thin shatter plate are interesting. Despite the fact that the projectile was
completely shattered (see Fig. 15), the debris was not dispersed and the debris produced a single crater
that corresponded to the impact of a solid projectile into a semi-infinite target. Although the description
of the data presented here identifies one fragment mass for each crater, it is likely that most of the large
craters are produced by several debris particles. However, since the end use of an impact model will be
predictions of target damage, the ascribing of the damage effect of several particles to a single large
particle would appear to be meaningful for most impact model applications.

3. The effect of projectile design on debris cloud properties was also expected. Previous tests with sub-
scale models of space based interceptors (complex projectiles) have demonstrated that thin plate impact
produces large debris particles. Further, tests with sintered projectiles have demonstrated that plate
impact produces dust size particles, similar to the result observed with the graphite epoxy projectile.

The effect of projectile orientation on debris distributions was unexpected. Projectiles that had large skew
angles generated debris clouds for which the largest fragments were distributed in a direction normal to
the projectile axis. This results in a string of craters on the witness plate. Further, this string of craters
does not contain the intersection of the original trajectory with the witness plate. Instead, the string lies

-•,m.mm Ismaite lilminllnIlI gWp
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a short distance from this intersection, in the direction of the nose of the projectile.

Table 1. Impact conditions for debris characterization tests.

TEST # TARGET PROJECTILE RESULTS

Shatter Polar Polar Mom.
plate Initial Skew angle angle ratio
thick. Mat. Density Mass vel. angle P, P2  IPI-P 21 M/Mp
(mm) (g/cc) (g) (km/s) (deg) (deg) (deg) (deg)

2-539 0.1 Gr/Ep 1.55 5.8 5.70 36 41 ... ......
2-534 1.0 Gr/Ep 1.55 6.0 6.14 86 91 --- --- 0.84
2-535 1.0 At 1.55 5.8 5.84 51 157 63 94 0.99
2-533 1.0 Al 2.77 5.9 5.75 17 ... ... ......

2-537 1.0 Gr/Ep 1.55 5.9 2.84 69 87 177 90 0.94
2-543 1.0 Al 1.55 5.9 2.82 41 152 65 87 1.02
2-545 1.0 Al 2.77 5.9 2.85 52 104 --- -- 1.15
2-541 1.0 A] 1.55 5.9 5.94 38 115 55 60 0.76

2-536 9.9 Gr/Ep 1.55 5.9 5.80 33 13 --- --- 0.30
2-542 9.9 Al 1.55 6.0 5.9 --- --- --- --- 0.43
3-16-83 2.5 Al 2.77 95.8 5.84 31 6 110 104 ---
3-17-89 2.5 Gr/Ep 1.55 72.9 5.89 18 51 135 84 ---
3-18-89 2.5 Al 1.55 93.0 6.05 40 164 71 93 ---

WITNESS PLATE
(WDNOW FRAME) SHATTER PLATE

4' (122 cm)

PROJECTILE TRAJECTORY

2- (81 cm) DISPLACEMENT GAGE

CENTRAL WITNESS PLATE

4' (122 cm)

Fig. 1. Target layout for small scale tests (side view)
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HYPERVELOCITY LAUNCH DYNAMICS

E. M. SCHMIDT, B. J. HELD, and D. S. SAVICK

Weapons Technology Directorate, U.S. Army Research Laboratory
Aberdeen Proving Ground, MD 21005-5066

ABSTRACT

The launch dynamics from a generic hypervelocity cannon are
considered over the velocity range from 1500 through 3500 m/s. Both
fin and flare stabilized projectiles are examined for the influence
of in-bore dynamics, muzzle blast, sabot discard, and free flight
aerodynamics upon their trajectory. Computations are performed using
codes developed and validated for conventional cannon with ordnance
muzzle velocities (approximately 1700 m/s). While the extension into
the hypervelocity regime is not supported by experimental data, this
initial study is intended to aid in defining potential problem areas.

INTRODUCTION

Hypervelocity offers the promise of improved terminal performance and
reduced time of flight to the target. However, there is an
associated burden of achieving adequate launch conditions both in
terms of projectile integrity and dynamics. The latter are of
particular interest in defining overall system accuracy.
Considerable effort has been expended to describe the launch dynamics
of conventional cannon. The present paper will apply some of these
techniiues to hypervelocity launchers.

Launch consists of a sequence of coupled mechanical and gasdynamic
interactions leading up to free flight of the projectile. Since the
launch tube provides a guide for the projectile, both its static and
dynamic characteristics are of interest. Even statically, the tube
is not perfectly straight. It has curvature associated with
manufacturing, gravity, and thermal gradients. Dynamically, the tube
responds to the chemical or electromagnetic forcing function, the
moving projectile, and its own recoil/attachment fixtures. As the
projectile accelerates along the distorting gun tube, it is subject
to lateral loads that produce not only rigid body motion (balloting)
but also excite internal vibration of the round. At the muzzle, the

619
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projectile disengages from the gun tube and passes the muzzle region
which for a conventional cannon consists of the reverse flow of the
muzzle blast while for an electromagnetic cannon includes the
processes associated with the interruption of the current path.
Subsequently, kinetic energy projectiles must discard their sabots.
During this process, both mechanical and aerodynamic interactions are
experienced. Finally in free flight, the trajectory is still subject
to perturbations associated with yawing motion (perodynamic jump) and
asymmetry.

A two-dimensional, finite difference model developed by Erline and
Kregel (1990) is used to predict projectile/gun dynamics. The muzzle
blast interaction is estimated using the analytic approach of Schmidt
et al. (1977), while sabot discard is calculated using the
semi-empirical treatment of Siegelman et al. (1983) Finally, free
flight perturbations are handled with methods of Murphy and Bradley
(1959) and Murphy (1963). It was necessary to place restrictions on
the scope of the study. No attempt is made to perform a realistic
system analysis; rather, the intent is to ascertain the nature of
changes to the predicted launch perturbations as velocity increases
into the hypervelocity regime. For this reason the gun tube,
projectile, and sabot designs are fixed across the velocity range
considered (1500 through 3500 m/s). The gun tube is 7.Om long and
has a 120mm bore diameter. The tube length was selected as a
compromise between maximum acceleration and practicality. The round
is a saboted, steel rod which can be either fin or flare stabilized,
Fig. (1), and represents two versions of a training projectile
considered for use with the U.S. 120mm tank cannon. The round is not
designed to survive the increased pressure or acceleration of the
high velocity cases; however, structural integrity is neglected in
favor of obtaining a straightforward comparison of transverse
perturbations. Obviously, an improved simulation would require
better definition of the lethal mechanism, its target, and the launch
system available.

Jo",q• gt 4 ? 9"C' (- n.1) 5obol length - 223 49!) ( aM )

14, N 14 3 (n,) Bond Lenth = 19q A04 (,nm)
P,,*,rtenql ih 19; m,•

Fig. la. Fin Stabilized Training Projectile

VO~e0,11 tenqth 4 1, 9 {"tc - 0,OO e.l I2 49' (nnn)
()q,., I -ql 1, 14% th (--) Ban [e"i" t•%4 •

P ,o , t q. 2 197 ? .,n)

Fig. lb. Flare Stabilized Training Projectile
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IN-BORE DYNAMICS

In-bore dynamics are calculated in the vertical plane using the
'Little Rascal' code (Erline and Kregel, 1990) which is a
two-dimensional finite element model employing a direct transient
analysis approach. Both the barrel and projectile are modeled
utilizing a series of equally spaced cylindrical elements, nodes of
which are assigned equivalent mass and spring stiffness values.
Inertial forces as well as barrel flexure forces can then be
calculated using this simplified description. Flexure at each node
is approximated by a second order difference method permitting
bending forces to be computed. In addition to forces produced by
flexure of the barrel, there are those from pressure effects,
mounting characteristics and projectile/barrel interactions. The
projectile is assumed supported in the tube by two elastic springs
representing the sabots. The stiffness of the springs are determined
experimentally (Lyon, 1992). All forces are integrated by a
predictor-corrector technique stabilized by a numerically stiff
ordinary differential equation solver.

In its application to hypervelocity launch, the code may have certain
deficiencies. First, the projectile and sabots are treated as a
solid body; thus, discontinuous interfaces between various components
are not considered. Under severe acceleration loads, large
deformations may occur and this approximation will no longer be
valid. In addition, the code assumes linearly elastic behavior. As
will be seen from the output, this assumption is not unreasonable as
far as lateral deformations are concerned. High longitudinal
velocity does not necessarily translate into large lateral
deformation; although, the associated longitudinal accelerations may
be sufficient to move the bodies into the plastic regime.

"Muzzle Velocil

250o m
300013
3500-s~

20

C 4 6 8 10 12

Time rmsec]

Fig. 2. Interior Ballistics Velocity Profiles

'Little Rascal' reql -,fs as input the projectile in-bore velocity
profile which is t!_ o: define position along the tube and breech
pressure histories. The position information is compared with a
description of tL- u.,e centerline profile to define variation in
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lateral constraint, while the breech pressure is used to calculate
the weapon recoil. For the present purposes, the pressure can be
assumed to result from gas generation or electromotive forces. It is
recognized that at 3500 m/s the system is approaching the limit
velocity for conventional gas expansion systems other than traveling
charge concepts. A similarity approach was selected to describe the
velocity profiles over the range of interest. The known interior
ballistics of the training projectile is used to define the function,
v/Vm = f(x/L), and expanded for different muzzle velocities, Fig.
(2). Even with a 7.Om long tube, peak breech pressure levels for Vm
= 3500 m/s reached 11,500 bar while the maximum projectile
acceleration was 165,000 g. The code also requires a centerline
profile of the gun tube. A profile was created for the current tube
by repeating the pattern of manufacturing irregularities of a
production 120mm tank cannon over a length of 7.0m. The gun tube was
supported near the breech with two bearings separated by 2.0m. The
mass and stiffnesses of the gun tube nodes, as well as gun tube droop
due to gravity, are calculated by Rascal from a user defined
geometry. For the 7.Om tube, the wall thickness was defined to be
the same for all cases and equal to that required to survive the
highest velocity launch. This means that the droop under gravity is
constant for all cases.

Calculations were made at 500 m/s intervals over the velocity range
of interest. For comparison purposes, the dynamic response of the
forward portion of the projectile, where the sabot is most flexible,
is selected. In Fig. (3), the lateral motion of the projectile tip is
presented. The data extend from shot start through exit of the
projectile from the tube. Clearly, for higher velocities the in-bore
residence time is shorter. Initially, the tip is quiescent; however
this is followed by a build up of displacement as the projectile
accelerates. Surprisingly, the frequency and amplitude of the tip
motion as the projectile approaches exit does not vary dramatically
as velocity increases. There are more cycles and the growth of the
oscillation is more gradual for the lower velocity cases, but the
final states are remarkably similar.
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Fig. 3. Projectile Tip Motion
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The angular orientation of the projectile, defined as the angle
between the center of the projectile at the front and rear bore
riding surfaces, is presented in Fig. (4). The angular orientation
is dominated by the gravity droop of the tank cannon. The Rascal
code rotates the gun tube so that the muzzle of the cannon has zero
slope initially. This means that the cannon is rotated up to account
for gravity droop. The plot of projectile angle reflects this
rotation in that the projectile starts with an angle of 1.25
milliradians and moves toward zero. Superimposed upon this large
scale variation are oscillations of a significantly higher frequency.
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Fig. 4. Projectile In-Bore Angular Orientation

These are better observed in the projectile angular velocity
variations, Fig. (5). In all cases, the angular velocity of the
projectile varies at approximately 1.7 kliz by shot exit. Again, the
amplitude is similar across velocities. For the highest velocity
cases, a negative trend for the mean angular velocity is observed
reflecting the gravitational curvature of the gun tube.

C
0

Q)
*0
Lfl

"4 ........ . _...........

~0

0 0 2 6 8 10 t

Noteos th(l as the zeroponanol veaych

prjcie aisa apoiael .. by0 mhteit gin h

C plot is shifted for added clarity.

0 2 4 6 8 10 1?

Time [msec]

Fig. 5. Projectile In-Bore Angular Velocity



624 E. M. SCHMIII et al.

In summary, while there are differences in the transverse response of
the projectile with velocity, none appear catastrophic to the
structural integrity of the projectile or in the launch conditions at
shot exit. This must be caveated with the fact that while the model
has been validated in terms of its ability to predict gun dynamics,
no data were available describing projectile response.

MUZZLE BLAST

Weapons using chemical propulsion such as traveling charge or
electrothermal chemical systems will undoubtedly generate a muzzle
blast flow. On the other hand, the discharge at the muzzle of
electromagnetic guns will vary depending upon whether it is a rail
gun with arc or armature current path or a coil gun. Within the
scope of the present study, the analysis is limited to the chemical
systems.

Two distinct flows form at the muzzle of a gun (Schmidt and Shear,
1975). The precursor consists of air and leakage propellant gases
ejected from the tube ahead of the projectile, while the propellant
gas flow begins when the obturator clears the muzzle and releases the
high pressure propellant gases. The relative strength of the two is
dependent upon the design of the gun and the interior ballistics of
the round. Typically, the propellant gas flow is dominant. As these
gases expand, they accelerate to velocities greater than that of the
projectile so that the round initially sees a relative flow from the
rear rather than from the front. As the gases decelerate through a
series of shock waves, the projectile passes into normal forward flow
of undisturbed air.

Methodology has been developed to treat the muzzle blast loads to fin
stabilized projectiles fired at ordnance velocities (Schmidt et al.,
1977). Essentially thin airfoil theory is coupled to a description
of the propellant gas exhaust flow as an underexpanded supersonic jet
plume to arrive at the following expression for trajectory deflection
due to muzzle blast:

rmb
.p - C, +-(C ti(Am)y +2I) n[IIpCa I 2mV.

which again is valid only for fin stabilized projectiles.

Since flare stabilized projectiles present a bluff base to the
reverse flow, the perturbation due to muzzle blast should be
significantly less than that for finners. Exit pressure and angle of
attack are taken to the left hand side of Eq. (1) to increase the
general applicability of the relationship. The terms on the right
hand side are all properties of the projectile and its launch
velocity or Mach number. It is worth noting that the velocity
squared appears in the denominator. The value of the expression in
Eq. (1) is plotted over the range of velocities of interest in Fig.
(6).
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At low velocities, the perturbation can be quite large because there
is both an in-bore and out of bore contribution to the exit process.
As velocity increases, the magnitude of the disturbance decreases
because the projectile rapidly moves through this region. A broad
minimum occurs at between 800 and 1500 m/s after which the
disturbance to the trajectory begins to grow. This increase is
mainly due to the diminishing effectiveness of the fins with
increased velocity, a subject that will be treated in more detail in
a subsequent section. A peak occurs at around 2000 m/s followed by
continued decrease with increasing velocity. For existing tank
cannon, the dispersion in point of impact due to muzzle blast has
been shown (Schmidt et al., 1977) to be an order of magnitude lower
than the measured system dispersion. It is to be expected that for
hypervelocity launch, assuming reasonable levels of launch angle of
attack and muzzle pressure, that the factor of two growth in the
trajectory perturbation factor seen in Fig. (6) will not dramatically
alter this conclusion.
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Fig. 6. Muzzle Blast Induced Jump

SABOT DISCARD

A semi-empirical model of the sabot discard process has been
developed by Siegelman, et al. (1983). It estimates both the
dynamics of the sabots and the resultant mechanical and gasdynamic
impulse imparted to the projectile by the discard process. To start
the program, initial conditions for each of the components is
required. Kietzman, et al (1992), present predictions of the linear
and angular velocity of sabot components following launch from a
120mm cannon. The angular velocity varies from 0 through 40 rad/s
depending upon the weapon considered and the relative orientation of
the sabot component. For purposes of the present exercise, it is
assumed for all velocities considered that one sabot component has a
nose up pitch rate of 20 rad/s while the other two components have a
zero rate.
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The resulting sabot induced impulse to the projectile is shown in
Fig. (7) for the fin stabilized case. The code is not currently
configured to treat a flare, but it will be assumed that the impulse
is roughly equal to that of the finner. The impulse is seen to
increase by more than a factor of two with velocity from 1500 to 2000
m/s, after which it continuously decreases.

Both the linear and angular velocity of the projectile are influenced
by sabot discard. The magnitude of these disturbances to the
trajectory of the round are shown in Fig. (8). For a fin stabilized
round, the effect is quite significant reaching a maximum deflection
of nearly 0.9 mrad at around 2200 m/s. Again this reflects the
decreasing effectiveness of the fins at hypersonic conditions. On
the other hand, the flare stabilized design shows relatively low
sensitivity to sabot discard, reaching a maximum deviation of 0.15
mrad and steadily decaying with velocity until it is negligible by
3500 m/s.
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Fig. 7. Sabot Induced Asymetric Impulse
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Fig. 8. Total Sabot Impulse Trajectory Deflection
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FREE FLIGHT AERODYNAMICS

Two free flight effects are considered, first, the aerodynamic jump
(Murphy, 1963) or trajectory deflection associated with projectile
yawing motion and, second, the jump due to an initial asymmetry
(Murphy and Bradley, 1959). In order to evaluate these terms, it is
necessary to establish the aerodynamic characteristics of the
projectiles. The PRODAS code (Whyte and Hathaway, 1991) is used for
this purpose. Based on a combination of aerodynamic theory and
experimental data for projectiles in the flight regime just beginning
to approach hypervelocity, the present applications at velocities up
to 3500 m/s may be stretching its capabilities somewhat. It is the
intent of the authors to test the code against a series of firings
scheduled to be conducted in the BRL Aerodynamics Range.

The aerodynamics of both the fin and flare stabilized designs have
been computed and are tabulated below:

Aerodynamic Coefficients

Velocity Flare Stabilized Fin Stabilized

M CD CLa CMa CD CLO! CMa

1.0 2.91 5.96 -14.3 0.60 13.47 -49.0
2.0 2.05 7.68 -14.3 0.49 11.84 -38.2
3.0 1.47 8.42 -14.9 0.35 9.44 -22.0
4.0 1.11 8,74 -15.6 0.29 7.41 -11.7
5.0 0.88 8.93 -16.2 0.24 6.14 -5.4
6.0 0.77 9.05 -16.7 0.22 5.50 -2.3
8.0 0.67 9.18 -17.0 0.20 5.33 -1.6

10.0 0.57 9.83 -17.1 0.19 5.28 -1.4

:00

0 500 1000 1500 2000 2500 3000 3500

V (m/s)
Fig. 9. Predicted Retardation

A few points should be made regarding this table. First, the drag
coefficient of the finner is significantly lower than for the flare.
This behavior is reflected in a more practical parameter, the
retardation, Fig. (9). Evaluated as the decrease in velocity in m/s
per kilometer of range, it is seen that as velocity increases the
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flare has roughly three times the retardation of the finner.
Obviously, the designer has the option of altering the flare angle to
control the magnitude of retardation in accordance with the mission
requirements imposed on the round. For the present study, there was
no defined mission so no changes were made.

A second point is the behavior of the moment coefficient CM. Whiie
the flare shows little variation in this coefficient, there is a
strong decrease in its value with Mach number for the finner. As the
rounds are statically stable, large negative values of the moment
coefficient are desirable. For fins, as the Mach number increases
there effectiveness decreases nearly linearly; whereas, the flare
retains constant behavior (normal force coefficient of a cone
approaches 2.0 as Mach number increases). This loss of static margin
for the fin stabilized design has been reflected in the sensitivity
to muzzle blast and sabot discard impulses described previously and
will be seen again in this section.

The aerodynamic jump of a projectile represents the response of the
trajectory to yawing motion. Essentially the coupling between yaw
motion and linear motion is associated with the lift force generated
as the projectile yaws. The expression (Murphy, 1963) for the
trajectory deflection is:

CL

Oaj Mt1V IfCI' [21
m CMa

the behavior of the terms multiplying the angular rate on the left
hand side of Eq. (2) is shown in Fig. (10). As velocity increases,
the fin stabilized design becomes more sensitive; whereas, the flare
sensitivity continually decays.

0 o rLARE STABILIZEDi • rIN STABILIZED

- !
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Fig. 10. Predicted Aerodynamic Jump Coefficient

Aerodynamic or inertial asymmetry can also cause deviation from the
desired trajectory. Murphy and Bradley (1959) give the jump due to
aerodynamic asymmetry which, for the case of a round launched at a
spin rate equal to its steady state spin, can be expressed as:
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CL CM S c e1 i 131

N, ca~ I [ P2m I3

The terms on the right hand side that vary with velocity are

contained within the brackets. These are taken to be the asymmetric
jump coefficient, Ja' and are plotted in Fig. (11). Again it is seen

that the behavior of the flare is quite benign remaining essentially

unchanged with increasing velocity. In contrast, the fin stabilized

design shows increasing sensitivity past a velocity of 1700 m/s.

F rLARE STARLIZED

0 500 1000 .:00 2000 250C 3000 3500
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Fig. 11. Asymmetry Ind,.2ed Jump

SUMMARY AND CONCLUSIONS

While it was expected that increasing launch velocity would produce

substantial growth in launch disturbances, available analytic

techniques did not predict such an occurrence. Lateral in-bore

dynamics were computed to be remarkably unchanged as velocity grew.

The influence of muzzle blast (for those launchers where muzzle blast

is generated) was greater at higher velocities, but not enough to

make it a major contributor to overall dispersion. Both fin and

flare stabilization were considered, and it was shown that fin

effectiveness degraded as velocity increased. This resulted in

enhanced sensitivity to sabot discard, aerodynamic jump, and

asymmetry for the finners. However, the flare stabilized design had

stable aerodynamic properties as velocity increased and did not show

marked sensitivity to any of the aforementioned perturbations. The

flare did have higher retardation than the finner making

consideration of a balance between stability and drag something the

designer must consider.
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ABSTRACT

A variety of space environmental effects can be studied on many experiments having been exposed on the
LDEF-satellite.

Among others the thermal blankets of the Ultra-Heavy Cosmic Ray Nuclei Experiment ("UHCRE", Exp.
A0178) displayed many micrometeoroid / space debris impact features.

In an effort to understand their nature and characteristics, an experimental impact simulation program has been
carried out.
UHCRE-spare foils have been impacted by glass, aluminium, and iron projectiles with masses ranging from
about 30 nanograms up to several milligrams. Impact velocities range between about 3 km/s and 13 km/s.

Characteristic impact craters and perforation holes have been produced. Their sizes and morphologies have
been related with respective projectile impact parameters.

"Halo zones" around perforation holes, as they had been observed in the exposed LDEF-foils, have also been
obtained experimentally. They were found to be delamination effects within the foil layers caused by the
propagation of impact shock waves.

o LDEF = Long Duration Exposure Facility

INTRODUCTION

Most of the experiments having been exposed to the space environment for about 68 months during the
LDEF-mission, offer the opportunity to study micrometeoroid and orbital debris impact features.

Sixteen LDEF-trays had been devoted to an Ultra Heavy Cosmic Ray Nuclei Experiment (UHCRE) run by
ESA/ESTEC, Noordwijk, Netherlands, in cooperation with the Dublin Institute for Advanced Studies, Dublin,
Ireland. Impact crater statistics are presently performed on the thermal blankets, which had covered the trays.
A variety of impact features (e.g. secondary impacts, oblique impacts, perforation holes, "halo-zones" around
impact sites etc.) has been detected on such exposure areas.

In a cooperation between the Lehrstuhl fur Raumfahrttechnik of the Technical University, Munich, and the
Ernst-Mach-Institut, Freiburg/Br. an experimental simulation program has been established under an ESA-
contract, in order to study such impact phenomena in thermal blanket spare foils, and to relate the morphology
of impact features with projectile parameters.
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EXPERIMENTS AND RESULTS

The experiments have been performed using the electromagnetic plasma accelerator of the Technical
University Munich (TUM) and the light gas guns of the Ernst-Mach-Institut (EMI). Facility descriptions and
operation principles are given by Hudepohl et al. (1989) and for example by Stilp (1987), respectively.

The two accelerator facilities have different projectile mass and velocity ranges The TUM plasma gun
accelerates effectively glass particles with masses between 10-10 g and 10-5 g with a velocity range of 2 km/s
< v < 18 km/s. The projectile mass range of the light gas guns used was from pg to g, with velocities of up
to 10 km/s. In both facilities individual particles can be accelerated and their velocities can be determined with
high accuracy (error < 1%).

The foil targets (UHCRE thermal blanket spare samples) are laminates consisting of a substrate of black paint
(Chemglaze Z306), layers of inconel and silver, covered by a layer of Teflon (FEP). The respective
thicknesses qre g~ven in the sample cross section of Fig. 1. The total thickness varied locally between 180pm
and 200 um since the thickness of the paint substrate was not sufficiently constant.

Former foil penetration experiments using plastic and aluminum foil targets have already been performed by
Pailer and Grin (1979). Their foils, however, have been very thin (order of several pm) compared to the
UHCRE thermal blanket foil.

Impact calibration experiments of the SOLAR MAX thermal blanket have been reported by Frisch et al.
(1990). The configuration of this blanket is also completely different from the UHCRE foil samples.

The experiments performed during the first phase of this program were direct (primary) impacts at normal

incidence.

Imr:act Crater

,eflon A - rrP 1?12 I SihockIndued

SdIer 1600 A)

-- Ifcoflel ( 400 A

/ Pt 7 emge ~30Delamination Zone

Fig. 1. Cross section of UHCRE thermal blanket. Fig. 2. Characteristic impact features observed
in UHCRE-foils.

The principal characteristics observed at the impact features produced are indicated in the sketch of Fig.2.
(applicable for perforation holes as well): A central crater pit, or a perforation hole with a bulged crater rim,
typical for hypervelocity impact, is formed. Starting from the crate, rim, a shock induced system of radial and
concentric cracks is produced within the Teflon layer. In nearly all cases also relatively large concentric

..
A -,

al V.

Fig. 3. Impact crater with "halo" (delamination zone).
Projectile: 48 am glass sphere at 6.0 km/s.
(TUM Experiment)
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"halo" zones are observed around the craters or perforation holes, which are due to delamination of the silver
and Teflon layers. This delamination is very probably caused by a circular shock wave propagating into the
target foil. The borderline of this delamination zone is marked by a very sharp and very regular ring.
Sometimes this ring is only weakly visible, sometimes it is developed as a whole system of concentric rings.
Figs. 3,4,and 5 present photos of craters and perforation holes which demonstrate these effects very nicely.
Respective impact parameters are given in the figure captions.

2 mm

Fig. 4. Perforation hole with "halo" (delamination zone).
Projecti" - 350 pm steel sphere at 3.2 km/s.
(EMI E, .riment)

16,1

2 mm

Fig. 5. Perforation hole with "multi-ring halo".
Projectile: I mm glass sphere at 7.8 km/s.
(EMI Experiment)

Table I summarizes the impact experiments and results performed at the TUM plasma accelerator. The
projectiles were glass spheres with a material density of 2.5 g/cm 3. Their masses and velocities were well
defined. With one exception the impacts did not perforate the target foil and the respective craters can be
considered as being formed in a semi-infinite laminated target. Only the impact with a velocity of 12.6 km/s
just perforated the foil. From the morphology, however, it ranges very close to the ballistic limit parameters.
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Projectile
Mat. Diam. Mass Speed Hole diam. Halo diam.

PM] o10-gI [km/s] [pm) [mm]

58 25.5 6.35 152 1.34
34 5.1 8.84 125 0.64

G 46 12.7 7.27 162 1.15
61 29.7 5.45 192 1.86

1 48 14.5 5.97 102 0.56
80 67.0 4.61 195 2.21

a 97 119.4 2.33 136 1.33
80 67.0 5.00 210 -1.8

s 32 4.3 6.39 86 0.51
69 43.0 2.24 85 -

s 64 34.3 9.54 140 0.65
180 763.4 1.94 201 -1.6

71 46.8 12.65 335 0.69
35 5.6 7.50 102 0.47

Table 1: Experiments performed at TUM.
In Fig.6 the hole diameter D normalized by the particle diameter d is plotted versus the impact velocity v. A
best fit approximation of the data yields (Levadou et al., 1991):

D/d = 0.78 v0
'
6 6 7

Despite the considerable scatter of the data, which is mainly due to target foil inhomogeinities and thickness
variations of individual layers, the fit is in accordance with the fact that the crater volume is proportional to the
kinetic projectile energy, which implies a D/d v2/3 - dependence.

5,
4,6 ',-

D/ 3H

d 2,6 -

2'-

1 ., I , 1 L 1 tt, i I

0 1 2 3 4 5 8 7 8 9 10 11 12 13 14 15

Velocity [km/si

- D/d = 0.78 * v2/3 . Plasma gun

Fig. 6. Normalized crater diameter vs. impact velocity for the
TUM experiments.

In table 2 the experiments and results obtained at EMI are listud in a similar way. Glass spheres (density 2.5
g/cm 3), Al-spheres (density 2.7 g/cm3), and Fe-spheres (density 7.85 g/cm 3) have been used as projectiles.
Due to the higher projectile mass range, all impacts resulted in perforations of the target foil. Fig.7 shows a
D/d-vs.-v-diagram of all impacts performed. In the diagram of Fig.8 the D/d-values of glass and Al-projectiles
which are comperable in density are plotted together with the best fit curve of the TUM semi-infinite results.
All D/d-values range below the curve for semi-infinite penetration, where the total kinetic projectile energy is
dissipated in the cratering process. In the case of perforation the energy partition within the target foil depends
on the projectile parameters. The further the impact parameters range beyond the ballistic limit conditions, the
smaller is the portion of energy which is used for the penetration and hole formation process, and the higher
remains the residual energy of the projectile. Similar results are reported by Horz et al. (1992) for Aluminum
foil perforations. Thus the deviation of the D/d-values from the semi-infinite curve represents a measure of
how far the impact parameters range below the ballistic limit. In the diagram of Fig.9 th,. behavior is also
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Projectile Hole diam. Halo diam.
Mat. Diam. Mass Speed

(pm] [mg] [km/s] Dpm] [mm]

Steel 500 0.514 5.2 915 4.5
Steel 350 0.176 4.9 724 3.9
Steel 1000 4.11 5.4 1510 5.9
Steel 500 0.514 3.3 836 4.2
Steel 1000 4.11 2.9 1335 5.2
Steel 350 0.176 3.2 541 3.6
Steel 1000 4.11 5.5 1614 6.2
Steel 350 0.176 7.9 660 1.4

Al 900 1.03 5.4 1743 6.3
Al 900 1.03 2.8 1400 5.3
Al 900 1.03 8.5 1940 6.5

Glass 1000 1.36 5.1 1560 6.1
Glass 500 0.170 4.6 984 4.7
Glass 1000 1.36 2.9 1250 5.2
Glass 500 0.170 2.9 748 4.0
Glass 350 0.054 2.9 376 2.3
Glass 1000 1.36 7.8 1600 4.2
Glass 500 0.170 7.0 1300 3.8

Table 2: Experiments performed at EMI.

demonstrated by plotting the area of the perforation hole F versus the kinetic projectile energy E. Despite of
the considerable scatter of the data, it becomes obvious, that only for low energies, close to the ballistic limit
conditions, the hole area which represents also the perforated volume, increases linearly with the kinetic
energy.

351

D 2,56

d 2 * A- 0
0

0
1" 4* 0 *0

0 1 2 3 4 6 6 7 8 9 10
Velocity 1km/si

1 Steel * Glass + Aiuminim

Fig. 7. Normalized perforation hole diameter vs. impact velocity of all EMI experiments.

DISCUSSION

The results obtained show that impact features on LDEF-samples can be well simulated experimentally.

For impact craters, quantitative relations between crater and projectile parameters can be established, whereas
for perforation holes unambiguous relations are only possible in favourable cases. To a certain extent,
conclusions on the impact velocity can be drawn from morphological evidence.

No systematic dependencies between dimensions of the so-called "halo-zones" and other impact parameters
have been found. The occurence and nature of these delamination zones, especially the development of multi-
ring systems is not yet understood. Additional experiments are necessary to study these effects in a more
systematic way.
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Fig. 8. Normalized perforation hole diameter vs. impact velocity
for glass and Al-projectiles.
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Fig. 9. Perforation hole area plotted vs. kinetic projectile energy.

There might be degradation effects (e.g. radiation, atomic oxygen etc.) causing changes in the material
behaviour of space-exposed thermal blanket foils, which could result in different crater/hole characteristics.
Therefore, it would be interesting to perform some comparative experiments on exposed foils.

Also oblique and secondary impacts should be simulated.
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ABSTRACT

Traditional perforation-resistant wall design for long-duration spacecraft consists of a
'bumper' that is placed at a small distance away from the main 'pressure wall' of a spacecraft
compartment or module. This concept has been studied extensively in the last four decades as
a means of reducing the perforation threat of hypervelocity projectiles such as meteoroids and
orbital debris. If a dual-wall system is employed on an earth-orbiting spacecraft, then a bi-
axial stress field will be induced within the pressure wall of the dual-wall system due to the
pressurization of the spacecraft. Unfortunately, little or no attempt has been made to
include the effects of this low-level internal stress field in the study of the perforation
resistance of dual-wall structural systems. This paper presents the results of an experimen-
tal study in which aluminum dual-wall structures were tested under a variety of high-speed
impact conditions in an attempt to quantify the effect of an internal pressure wall stress
field on perforation resistance. A test-by-test comparative analysis of the damage sustained
by similar dual-wall systems with stressed and unstressed pressure wall plates under similar
impact loading conditions revealed that the internal pressure wall stress field had a negli-
gible effect on the ballistic limit of the dual-wall structures considered. However, the
internal stress field did have a significant effect on the extent of the damage sustained by
the pressure wall.

INTRODUCTION

The design of a spacecraft for a long-duration earth-orbiting mission must take into account
the possibility of high-speed orbital debris particle impacts and their effects on the space-
craft and on all of its exposed subsystem components. To prevent mission failure and possibly
loss of life, protection against perforation by such high-speed impacts must be included.
Traditional perforation-resistant wall design for long-duration spacecraft consists of a
'bumper' that is placed at a small distance away from the main 'pressure wall' of the space-
craft compartment or module. This concept was first proposed by Whipple (1947) and has been
studied extensively in the last four decades as a means of reducing the perforation threat of
hypervelocity projectiles such as meteoroids and orbital debris particles (see, e.g., Wallace
et.al., 1962; Maiden and McMillan, 1964; Lundeberg et.al._ , 1966; Riney and Halda, 1968; Sawle,
1970; Coronado et.al., 1987; Schonberg et.al., 1991). Dual-wall configurations were repeatedly
shown to provide significant increases in protection against perforation by high-speed pro-
jectiles over equivalent single-wall structures.

If a dual-wall system is used on a habitable earth-orbiting spacecraft or module, then a low-
level bi-axial stress field will exist within the pressure wall of the dual-wall system due to
the internal spacecraft or module pressure. Unfortunately. little or no attemot has been made
to study the effect of this pressure wall stress field, whether beneficial, negligible, or
detrimental, on the perforation resistance of dual-wall structures. It is unclear, therefore,
as to whether or not the high-speed impact test results obtained using dual-wall structures
with unstressed pressure walls can be used to predict the response of actual dual-wall struc-
tures in which such internal stress fields are certain to exist.

This paper presents the results of an experimental study in which aluminum dual-wall struc-
tures were tested under a variety of high-speed impact conditions. The objectives of this
study were to i) quantify the effect of an internal pressure wall stress field on perforation
resistance, and 2) determine the extent, if any, that high-speed impact response charac-
teristics of dual-wall systems with unstressed pressure wall plates could be used to predict
the impact response of dual-wall systems in which internal pressure wall stress fields would
develop. These objectives were realized through a comparative analysis of the damage sus-
tained by geometrically similar dual-wall systems witb .,r-!ssed and unstressed pressure wall
plates caused by projectiles with similar impact energies. The analysis focused on a test-by-
test comparison of dual-wall system response and a comparison of the ballistic limit curves of
the dual-wall systems.
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HYPERVELOCITY IMPACT RESPONSE OF DUAL-WALL STRUCTURES

Consider the hypervelocity impact of a dual-wall structure by a spherical projectile of
diameter d traveling at velocity V. Figure I shows an oblique impact of such a system. The

projectile initially collides with the protective buaiper (thickness t ), which is usually a
relatively thin layer of material placed at a small distance S in front of the pressure wall
(thickness t ) of the stuctural system. The bumper plate protects the pressure wall plate
against perforation by disintegrating the impacting particle and by creating one or more
diffuse debris clouds. These debris clouds, which consist of projectile and bumper plate
fragments, travel towards and eventually impact the pressure wall plate. However, the impacts
of these debris clouds impart a significantly lower impulsive loading to the pressure wall
than would an intact projectile. The area over which the impulsive loading of the debris
clouds is distributed is governed by the manner in which the projectile and bumper plate
fragment, melt, or vaporize, and by the spacing between the bumper plate and the pressure wall
plate. Occasionally, the impact of the debris clouds result in rarefaction stresses near the
rear surface of the pressure wall plate that exceed the dynamic tensile fracture strength of
the pressure wall material. In these cases, spall fragments are ejected at high velocities
from the rear side of the pressure wall plate.

In an oblique impact, the hole in the bumper plate is elliptical, with the elongation in the
direction of the original projectile trajectory. In such impacts, two distinct debris clouds
are often formed: the 'normal' and 'in-line' debris clouds. It is hypothesized that the
'normal' debris cloud contains mainly bumper plate fragments while the 'in-line' debris cloud
contains mainly projectile fragments (Butch, 1967). The impact of these debris clouds on the
pressure wall creates 'normal' and 'in-line' damage areas A and Ad2' respectively (Figure

1). Analogously, A sl and A 2 in Figure 1 refer to 'normal and 'in-line' areas of rear-side
spallation. In a normal impact, the bumper plate hole is circular, and only one debris cloud
containing both projectile and bumper plate fragments is evident. The collision of this
debris cloud with the pressure wall creates a single area of crater damage Ad, and, occasion-
ally, an area of rear surface spall A .

s

HYPERVELOCITY IMPACT TEST PARAMETERS

The high-speed impact tests that generated the data for this study were performed at the Space
Debris Simulation Facility at the NASA/Marshall Space Flight Center (Taylor, 1987). The
facility consists of an instrumented two-stage light gas gun capable of launching 2.5 mm to
12.7 mm projectiles at velocities of 2 to 8 km/sec. Projectile velocity measurements were
accomplished via pulsed X-ray, laser diode detectors, and a Hall photographic station.

The conditions of impact in the experimental tests were chosen to simulate orbital debris
impact of light-weight space structures as closely as possible, and still remain within the
realm of experimental feasibility. Kessler et.al. (1988) state that the average miss density
for pieces of orbital debris less than 10 mm in diameter is approximately 2.8 gm/cm , which is

similar to that of aluminum. Therefore, the projectiles used in the test program were alumi-
num 1100-0 spheres with diameters ranging from 0.475 cm to 0.953 cm. Although the shape of an
impacting projectile will affect the formation and spread of the debris cloud(s) formed in a
high-speed impact (Morrison, 1972; Schonberg, 1992), spherical projectiles were used in the
test program to maintain repeatability and consistency. The projectiles were launched at
velocities ranging from 2.02 km/sec to 7.29 km/sec. To determine whether or not the effects
of internal pressure wall stress fields were dependent on projectile trajectory obliquity, the
tests were performed at two different trajectory obliquities: 00 and 450. The bumper plates
in the dual-wall systems were all made from aluminum 6061-T6 and were all 1.6 mm thick; the
pressure wall plates in all of the systems were made from aluminum 2219-T87, were 3.175 mm

thick, and were separated from the bumper plates by a constant distance of 10.16 cm. Detailed
test parameters for systems with unstressed and stressed pressure wall plates may be found in
Tables 1 and 2, respectively.

To simulate the presence of thermal insulation within the structural systems, the tests were
performed with MLI (multi-layer insulation) resting on the pressure wall plate. The MLI
consisted of 30 layers of 0.5 mil Kapton aluminized on one side and 29 layers of Dacron mesh,
one layer between each Kapton layer. Additionally, 1 layer of beta-cloth (coated s-glass) was
added to the side nearest the bumper plate for durability. The areal density of this combina-
tion was calculated to be approximately 0.107 gm/cm

2 
(Coronado et.al., 1987). It is noted

that the MLI was taped on to the pressure wall plate without being pulled taut. This enabled
the layers within the MLI to act individually and not as a single layer. In an actual design
application, this method of MLI installation would allow the MLI to deliver maximum thermal
anu ballistic protection.

To study the effect of an internal pressure wall stress field on the perforation resistance of
a dual-wall system under hypervelocity impact, two pressure wall stress states were consid-
ered: unstressed and bi-axially stressed. The testing performed using unstressed pressure
wall plates provided baseline response characteristics. The bi-axial stress state was induced
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in the pressure walls of the stressed systems by applying distributed tensile loads to the
pressure wall plates. The magnitudes of the tensile loads were calculated using the equations
for the bi-axial stress distribution in a thin cylindrical shell:

a, - pr/t ... hoop stress (1)

a2 - pr/2t ... longitudinal stress (2)

where r is the cylindrical shell radius, t is the shell wall thickness, and p is the outward-
ly-directed internal pressure (Ugural, 1981). For the purposes -f this study, r-2.13 m,
t=3.175 mm, and p-l atm (approx. 101.4 Pa). In this manner, the bi-axial stress state con-
sidered in this study was an approximation of the state of stress that can be expected to
exist within the module walls of the Space Station Freedom. In the remainder of this paper,
the phrases 'stressed system' and 'unstressed system' refer to dual-wall systems with bi-
axially stressed and unstressed pressure wall plates.

A total of 32 high-speed impact tests were performed during the course of this investigation.
The results of the normal and oblique impact tests are presented in Tables 3 and 4, respec-
tively. In Tables 3 and 4, impact tests are grouped in pairs according to similar impact
energy and geometry. An entry of '----' in these Tables indicates that a certain event, such
as perforation, petalling, or spallation, did not occur. Additionally, in Table 3 (ie. for
normal impacts), D and dh are the diameter of the hole in the bumper plate and the equivalent
single hole diameter of all the holes in a perforated pressure wall plate, respectively. For
oblique impacts (Table 4), Dmin' D a and dbl,dl,2 are the minimum, maximum bumper plate hole
dimensions and the equivalent singTexhole diamelers for the 'normal', 'in-line' pressure wall
plate damage areas, respectively. When an impact test resulted in a pressure wall perforation
that was accompanied by petalling of the pressure wall material, the equivalent pressure wall
hole diameter was calculated using the equation

dh - [(41.)Ah]l12 (3)

where A h is the area of the smallest ellipse (or circle) that could have been placed over the
perforated region of the pressure wall and enclose all of the petals. In Tables 3 and 4, L
is the length of the longest pressure wall plate petal in the event that petal formatioE
accompanied pressure wall perforation.

Figures 2 and 5 present ballistic limit curves for the stressed and unstressed systems consid-
ered in this investigation for normal and 450 trajectory obliquities, respectively. It is
noted that in Figures 2 and 5, the lines shown are merely lines of demarcation between projec-
tile velocity-diameter combinations that did (below) or did not (above) result in pressure
wall perforation. Finally, Figures 3 and 4 depict typical damaged pressure wall plates under
normal hypervelocity impact. These figures highlight some of the similarities and differences
between stressed and unstressed pressure wall response.

A comparison of the impact test results presented in Table 3,4 and visual inspection of the
damaged pressure wall plates revealed many interesting hypervelocity impact response similari-
ties and differences for stressed and unstressed dual-wall systems. These results are discus-
sed in detail in the next section, first for normal impacts and then for oblique impacts.

EXPERIMENTAL RESULTS AND DISCUSSION

Normal Impact

In all but one pair of tests, the presence of the internal bi-axial stress state did not
affect whether or not the pressure wall was perforated: if the pressure wall of an unstressed
system was perforated, so was that of a stressed system, and vice versa (Table 3). This
similarity in response is further borne out in Figure 2, which shows the ballistic limit
curves for the stressed and unstressed dual-wall systems under normal impact. The curve for
the stressed system was virtually identical from that for the unstressed system; hence, only
one line is given in Figure 2. The difference in response between tests FP12 (stressed, not
perforated) and MD-TA (unstressed, perforated) is probably due to the fact that the bumper
plate hole in the unstressed test was nearly 30% larger than that in the stressed test.
Hence, the mass content of the debris cloud in the unstressed system test was considerably
higher than that of the debris cloud in the test of the stressed system. As a result, the
debris cloud in test MD-TA was able to inflict more damage to the pressure wall plate than the
less massive debris cloud in test FPl2.

Interestingly enough, when pressure wall perforation occurred in corresponding stressed and
unstressed systems, the equivalent diameters of the holes in the stressed pressure wall plates
were very similar to those in the unstressed plates (Table 3). On average, the equivalent
single hole diameters in perforated stressed and unstressed pressure wall plates were within
5% of each other, with a standard deviation of 16%. However, the similarity of the equivalent
hole diameters is deceptive, especially at high impact energies. When the impact energy was



640 W. P S(ii,,,siK(e,

less than 10,000 joules, the holes in both types of pressure wall plates (stressed and un-
stressed) were similar in size and approximately circulat. As the impact energy was increased
above 10,000 joules, pressure wall perforation began to be accompanied by petal formation.
For impact energies above 10,000 joules but less than 25,000 joules, the unstressed pressure
wall plates typically sustained a central bulge with two co-linear cracks (see, e.g. Figure
3a). However, at the same impact energy levels, the bi-axially stressed pressure wall plates
sustained a cruciform petal formation (Figure 3b). When the impact energy was increased past
25,000 joules, both pressure wall types again experienced a similar mode of pressure wall per-
foration -- both had large holes with approximately six long petals (see Figures 4a,b).

Thus, it would appear that the presence of a hi-axial stress field within a pressure wall
plate of a dual-wall system did not significantly affect the mode of pressure wall perforation
in low and high energy impacts ie. below 10,000 joules and above 25,000 joules, respectively).
Its effect was mainly felt in the intermediate impact energy regime, that is, between 10,000
and 25,000 joules. In this impact energy regime, the bi-axial tensile stress state altered
the type and number of petals formed by creating additional petals and cracks in a direction
normal to that of the cracks in the unstressed plates. This also explains why the petal
lengths in the unstressed pressure walls exceeded those in the stressed pressure walls (Table
3). On average, the maximum petal length in the stressed pressure wall plates was approxi-
mately 14% less than the maximum petal length in the unstressed plates, with a standard
deviation of approximately 27%. The creation of additional petals in the hi-axially stressed
pressure wall plates absorbed a portion of the energy of the impacting debris cloud that in
the case of the unstressed plates went into the extension of the colinear cracks.

Rear-side pressure wall spallation occurred in only two stressed-unstressed test pairs. In
both cases, the bi-axially stressed pressure wall plates faired better than the corresponding
unstressed pressure wall plates. In one instance, the stressed pressure wall experienced an
area of rear-side spallation that was less than half as large as that experienced by the
unstressed plate. In the other instance, the rear-side spall area of the unstressed plate was
ten times as large as the rear-side spall area of the stressed plate (Table 3). This tendency
of the stressed pressure wall plates to experience less spallation than corresponding un-
stressed plates is due to an increase in the apparent stiffness of the stressed plates caused
by the applied tensile stress field. This increase in stiffness naturally acted against spall
formation in those plates.

Oblique Impact

In a manner similar to the normal impact tests, the presenrp nf the internal hi-axial stress
state did not affect whether or not the pressure wall was perforated (Table 4). This similar-
ity in perforation response is also borne out in Figure 5, which shows the ballistic limit
curves for dual-wall systems under 450 impact with stressed and unstressed pressure wall
plates. Once again, the curve for the stressed system was virtually identical to that for the
unstressed system; hence, only one line is given in Figure 5.

Although the 'in-line' pressure wall damage areas were typically smaller than the 'normal'
damage areas (note the values of Ad2 as compared to Adl in Table 4), this was due to the fact

that the 'in-line' debris clouds were more concentrateu, and not because they contained fewer
particles than the 'normal' debris clouds. In fact, more serious pressure wall damage and/or
failure was caused by the impact of the 'in-line' debris cloud rather than the 'normal' debris
cloud: pressure wall plate perforation occurred only in the 'in-line' damage area, while not
even a single pinhole was found in a 'normal' damage area (Table 4). Apparently, for the
parameters considered in this study, the MLI on the pressure wall plate was able to absorb
most (or all) of the energy of the slower moving, more disperse 'normal' debris clouds, but
was not able to stop the larger, less fragmented particles of the more condensed 'in-line'
debris clouds.

When a perforation did occur in corresponding stressed and unstressed systems, with the
exception of tests FP18 (stressed) and 205C (unstressed), the equivalent diameters of the
pressure wall plate holes in the stressed systems were in general larger than those in the

unstressed systems (Table 4). This difference in hole diameter was especially pronounced in
the lower energy tests and decreased monotonically as the impact energy increased. At an
impact energy level of approximately 9,000, 16,000, and 18,000 joules, the holes in the
stressed plates were approximately 5, 3.67, and 1.38 times larger than the holes in correspon-
ding unstressed plates. In tests FP18 and 205C, although the hole in the stressed plate was
smaller than that in the unstressed plate, the stressed plate also contained a 0.7 cm diameter
crater at the bottom of which was a 0.6 cm long through-crack. While this crater with a
through-crack does not constitute a hole, an additional perforation in the stressed plate is
evident nonetheless. As a result, the difference between the results for tests FP18 and 205C
was determined not to be as dramatic as originally supposed.

The reason for the larger hole diameters in the stressed systems is that in an oblique impact,
the individual 'in-line' pressure wall craters and holes were elliptical and therefore highly
sensitlve to the in-plane pressure wall stress field. Under the action of the in-plane stress
distribution, the stress concentrations at the sharp tips of the pressure wall craters and
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holes invariably led to material rupture and hole growth. These stress concentrations also
led to an increased maximum petal length in the stressed pressure wall of one of the tests as
compared to that of an unstressed pressure wall plate in a corresponding system under similar
impact conditions (note the relative values of L for tests FP25 and 3028A in Table 4). Itmax
was also found that as the impact energy increaseH, the effect of the in-plane stress field
decreased and the holes in the stressed plates began to resemble those in the unstressed
plates. This increased consistency in perforation response with increased impact energy is
also similar to that which was observed under normal high-speed impact.

Finally, pressure wall plate petalling under oblique impact did not begin to appear until the
kinetic energy of the impacting projectile exceeded approximately 17,500 joules. This appears
to be in great contrast with the fact that under normal impact, petalling appeared in pressure
walls of dual-wall systems impacted at energies as low as 9,500 joules. However, the two
apparent threshold energy levels for petal formation are consistent if one considers that the
amount of normally directed impact energy is proportional to the total impact energy in an
oblique impact multiplied by the square of the cosine of the impact angle. In the case of a
450 impact, the normally directed impact energy at the apparent threshold energy level for
petal formation is therefore equal to 8,750 joules, a mere 8% below the apparent threshold
energy level for petal formation under normal high-speed impacts.

CONCLUSIONS

A study was performed to assess the effects of an internal pressure wall stress field on the
response of a dual-wall structure under normal and oblique hypervelocity projectile impact.
The study focused on a test-by-test comparison of hypervelocity impact response characteris-
tics, including whether or not the pressure wall was perforated, the diameter of the hole in a
perforated pressure wall, maximum petal length, and the occurrence of rear-side spallation.
It was found that the internal pressure wall stress distribution had a negligible effect on
whether or not the pressure wall plate of the dual-wall system was perforated. However,
pressure wall hole diameter, maximum petal length, and extent of rear-side spallation did show
some dependence on the presence of the pressure wall stress field.

Based on the results obtained in this study, it is concluded that for the stress levels and
the impact, material, and geometric parameters considered, the results of high-speed impact
tests of similar dual-wall systems with unstressed pressure wall plates can be used fairly
accurately to predict the ballistic limit of actual dual-wall systems of similar construction
in which internal pressure wall stress fields are expected to exist. However, the exact
nature of the impact response can vary significantly between stressed and unstressed systems.
Details that can be expected to vary between stressed and unstressed system response include
the hole diameter in a perforated pressure wall plate, the extent of rear-side spallation, and
the number and length of pressure wall petals created by debris cloud impact. To obtain
reliable information for these response characteristics, it is necessary to perform high-speed
impact tests and include an internal pressure wall stress field to account for the effects of
the stress field that would exist in the actual dual-wall system.
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TABLE 1 Hypervelocity Impact Test Parameters, Un-
stressed Pressure Wall Plates (t -1.6 mm,

t =3.175 mm, S=I0.16 cm)
w

Test d V a

No. (cm) (km/sec) (deg)

FP02 0.953 6.92 0 Y
MD-TA 0.475 2.15 0 Y
MD-TB 0.475 2.45 0 Y
P08 0.635 2.96 0 Y
P12C 0.635 4.33 0 Y
P21D 0.762 5.85 0 Y
P27D 0.475 3.08 0 Y
T2-4 0.635 4.28 0 Y
002B 0.795 6.51 45 Y
205C 0.635 5.30 45 Y
205D 0.635 6.42 45 Y
230A 0.475 4.41 45 Y

230B 0.475 3.23 45 Y
3020B 0.795 7.05 0 Y

3027A 0.635 6.90 45 Y
3028A 0.795 7.01 45 Y

TABLE 2 Hypervelocity Impact Tests Parameters, Stressed
Pressure Wall Plates (t =1.6 mm, tw=3,175 mm,

S=10.l9 cm)

Test d V a MLI a 1l
No. (cm) (km/sec) (deg) (MPa) Ma)

FP01 0.953 6.88 0 Y 68 34
FP10 0.475 2.47 0 Y 68 34
FPI1 0.475 3.07 0 Y 68 34
FP12 0.475 2.02 0 Y 68 34
FP13 0.635 4.14 0 Y 68 34
FP14 0.475 3.26 45 Y 68 34
FP15 0.475 4.34 45 Y 68 34
FP16 0.635 2.60 0 Y 68 34
FP17 0.635 4.35 0 Y 68 34
FP18 0.635 5.32 45 Y 68 34
FP19 0.635 6.50 45 Y 68 34
FP20 0.635 7.05 45 Y 68 34
FP21 0.795 5.19 0 Y 68 34
FP23 0.795 7.21 0 Y 68 34

FP24 0.795 6.90 45 Y 68 34
FP25 0.795 7.29 45 Y 68 34
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TABLE 3 Comparison of Stressed and Unstressed Pressure Wall Plates

Normal (00) Impa-t

Test Impact a a D 0 h Ad L A
No. Energy (J) (MPa) (MPa) (cm) (cm) (cm2) (ck) (cI2)

FP12 310 68 34 0.64 ---- 5.10 .... ....

M D - T A 3 5 2 0 0 0 . 8 2 0 . 8 1 1 2 . 8 5 . . . . . . . .

FPIO 464 68 34 0.80 ---- 20.26 .... ....

MD-TB 457 0 0 0.81 ---- 25.68 ....

FP11 717 68 34 0.87 ---- 11.35 .... ....

P27D 722 0 0 0.88 ---- 10.90 .... ....

FP16 1,229 68 34 0.95 1.111 31.68 ---- 1.03

P08 1,593 0 0 1.09 0.991 20.26 ---- 2.13

FP13 3,117 68 34 1.11 1.111 38.32 ---- 0.35

T2-4 3,331 0 0 1.11 1.342 49.48 ---- 3.58

FP17 3,441 68 34 1.19 ---- 20.29 .... ....

P 1 2 C 3 ,4 0 9 0 0 1 . 1 9 - - - - 2 0 . 2 6 . . . . . . . .

FP21 9,613 68 34 1.43 7.13 45.61 5.72 ----

P21D 10,753 0 0 1.49 9.53 38.90 9.12 ----

FP23 18,551 68 34 1.60 19.15 292.64 11.43 ----

3020B 17,737 0 0 1.62 18.07 256.52 14.22

FP01 29,049 68 34 1.74 24.89 457.29 17.78 ----

FP02 29,388 0 0 1.75 25.27 457.29 15.24 ----

'One distinct hole
ZMultiple holes
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TABLE 4 Comparison of Stressed and Unstressed Pressure Wall Plates

Oblique (450) Impact

Test Impact a 2 D 0D 'iA A L
No. Energy (J) (MPa) (MPa) ( (•i (cm) (cm) (cA

FPI4 809 68 34 0.87 1.11 --------------- 62.06 ----

230B 794 0 0 0.90 1.18 --------------- 76.06 ----

FP15 1,433 68 34 0.95 1.71 -------------- 81.03 ----

230A 1,480 0 0 0.98 1.18 --------------- 81.03

FPI8 5,146 68 34 1.27 1.67 ---- 0.251 20.26 15.55 ----

205C 5,109 0 0 1.24 1.51 ---- 0.972 11.35 11.35 ----

FP19 7,683 68 34 1.67 1.74 .--- 0.431 46.61 2.90 ----

205D 7,217 0 0 1.28 1.62 ---- crack 20.26 5.09 -- -

FP20 9,037 68 34 1.43 1.75 ---- 0.451 16.39 24.52 ----

3027A 9,089 0 0 1.41 1.76 ---- 0.091 31.68 20.26

FP24 16,990 68 34 1.65 1.98 ---- 1.802 28.45 13.38 ----

002B 15,123 0 0 1.53 2.01 ---- 0.491 20.26 9.55 ----

FP25 18,965 68 34 1.66 2.18 ---- 4.21 45.61 25.68 4.45

3028A 17,536 0 0 1.70 2.11 ---- 3.05 66.39 41.47 1.91

'One distinct hole
ZMultiple hcles

STRESSED UNSTRESSED
1.5 0 0 PERFORATED

U •NOT PERFORATED
1.2

3.9
-o0 ElO01

.3

I I ' I I I " I I I

2 3 4 5 6 7 8

V (KM/SEC)

Figure 5. Ballistic Limit Curve, 450 Trajectory Obliquity, Stressed and

Unstressed Systems, t -1.6 mm, t -3.175 mm, S-10.16 cm
aS w
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RESPONSE OF SPACE STRUCTURES TO ORBITAL DEBRIS PARTICLE IMPACT
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ABSTRACT

All long-duration space and aerospace support and transportation systems, such as the Space
Station Freedom and the Space Shuttle, are susceptible to impacts by pieces of orbital debris.
These impacts occur at high speeds and can damage the flight-critical systems of such
spacecraft. Therefore, the design of a structure that will be exposed to a hazardous orbital
debris environment must address the possibility of such hypervelocity impacts and their effect
on the integrity of the entire structural system. A technique is developed for analyzing the
response of dual-wall structures to oblique hypervelocity projectile impact. Ballistic limit
curves that predict the potential of an impacting projectile to perforate the main wall of a
dual-wall structural system are obtained using the technique and are compared against
experimentally derived curves. Comparisons are performed for a variety of impact velocities,
trajectory obliquities and projectile masses. It is shown that the results obtained using the
technique developed herein compare very well with experimental results.

INTRODUCTION

All earth-orbiting spacecraft, especially those with a mission duration of more than a few days,
are susceptible to high-speed impacts by pieces of orbiting debris. These orbital debris
particles range in size from microscopic solid propellant particles to spent rocket boosters
still in low earth orbit. The impacts of these particles, which can occur at speeds as high
as 12 to 14 km/sec (Kessler, 1982), can damage flight-critical systems and lead to catastrophic
failure of the spacecraft (Kessler and Cour-Palais, 1978; Kessler, 1981; Reynolds et al, 1983).
Therefore, the design of a long duration spacecraft in earth orbit must take into account the
effects of such impacts and must contain protective systems to insure its integrity and the
safety of its occupants.

The design of protective systems for earth-orbiting structures largely depends on the ability
to predict the response of a variety of structural components to hypervelocity impact. Forty-
five years ago it was suggested that a 'bumper' could be used to minimize the damage caused by
meteoroid impact (Whipple, 1947). Since then, numerous investigations have been performed to
study the effectiveness of multi-sheet structures in reducing the damage threat of hypervelocity
projectiles (Wallace ec al, 1962; Maiden and HcMillan, 1964; Lundeberg et al, 1966; Wilkinson,
1969; Swift et al, 1983). Dual-wall configurations were repeatedly shown to provide significant
increases in protection against perforation by hypervelocity projectiles over equivalent single-
wall structures.

Recent experimental investigations of oblique hypervelocity impact phenomena have shown that
the response of a dual-wall structure to oblique hypervelocity projectile impact is
significantly different from its response to normal hypervelocity impact (Coronado et al, 1987;
Schonberg and Taylor, 1989). Unlike normal high-speed impacts, oblique impacts can produce a
tremendous volume of ricochet debris particles which can severely damage panels of
instrumentation units located on the exterior of a structure (Schonberg, 1989). Obliquity
effects, therefore, must be considered in the design of a space structure that will be exposed
to the orbital debris environment.

A wide variety of analytical models exist that predict the response of thin plates to normal
impact loadings. On the other hand, only a relatively small number of models have been
developed for oblique impact. Many early analytical perforation studies were performed in an
attempt to model the response of armor to impacts by bullets and bullet-like projectiles at
impact speeds less than 2 km/sec (see e.g., Taylor; 1948, Thomson; 1955, Zaid and Paul, 1957;
Paul and Zaid, 1958). Although the importance of trajectory obliquity was occasionally studied
(Zaid and Paul, 1959; Recht and Ipson, 1963), the problem of normal impact was usually solved
because the assumption of axisymmetric response made it much more tractable mathematically.
More recent attempts at modelling thin plate perforation by normally impacting projectiles have
included elastic/plastic and visco-plastic analyses (Goldsmith et al, 1965; Calder and
Goldsmith, 1971; Levy and Goldrmith, 1984) and comprehensive mechanics-of- materials approaches
(Ravid and Bodner, 1983; Awerbuch, 1970; Awerbuch and Bodner, 1974).
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The objective oý the work presented herein was to develop and validate a technique that could
be used to predict the response of dual-wall structure to oblique hypervelocity impact. This
technique was developed in three phases. In the first phase, a general theory of thin plate
response to an impulsive asymmetric velocity distribution was developed. In the second stage,
this theory was applied to the analysis of the response of the inner plate in a dual-wall
structure. In the final stage, a series of ballisstic limit curves were derived for a variety
of impact parameters. The validity of these curves was demonstrated by comparing them with
existing ballistic limit curves that were experimentally obtained in a previous investigation
of (Schonberg et al, 1991).

METHOD OVERVIEW AND ASSUMPTIONS

Consider a dual-wall structure that is impacted by a spherical projectile of diameter D, (mass
M,) traveling at a velocity V, at an angle E) with respect to the outward normal of the outer
wall (Figure 1). The 'bumper' (thickness th.) is separated from the 'pressure wall' (thickness
t,) by a distance S called the 'stand-off distance'. The fragments created during the impact
of the projectile on the bumper are sprayed on the pressure wall in the form of asymmetric
debris clouds while some fragments ricochet away from the dual-wall structure. A spherical
projectile is assumed in the analysis in order that forthcoming results may be compared directly
against experimental data obtained using spherical projectiles. The analysis of the response
of this structure to an oblique hypervelocity impact is based in part on a technique that
predicts the ballistic limit of dual-wall structures under normal hypervelocity projectile
impact (Madden, 1967; Madden, 1969).

The impact of the debris clouds on the pressure wall typically creates two elliptical areas of
damage. The extent of the areas over which the asymmetric impulsive loadings of the debris
clouds are distributed on the pressure wall is governed by the manrr- in which the projectile
and bumper plate fragment, melt, and vaporize. In Figure 1, the angles 91 and e2 denote the
trajectories of the centers-of-mass of the ' normal' and ' in-jine' debris clouds, respectively;
the angles 'P and •'2 represent the spread of these fragments. The 'normal' and ' in-line' damage
areas are denoted Z, and E2, respectively, on the front surface of the pressure wall; e, and
099 characterize the trajectory of the center-of-mass and the spread of the ricochet debris
fragments, respectively.

In the first phase of the analysis, a general theory of thin plate response to an impulsive
asymmetric velocity distribution is developed. It is assumed that the plate is circular and
that Kirchhoff plate theory assumptions are valid. In the second phase, this theory is applied
to the analysis of the response of a pressure wall plate in a dual-wall structure under the
impacts of the asymmetric debris clouds. In the final phase, a series of ballistic limit curves
that indicate the likehood of pressure wall perforation due to an oblique hypervelocity impact
are developed and verified for a variety of impact parameters. The assumptions used in the
second phase of the analysis are discussed in more detail in the following paragraphs.

In applying the general theory developed iL the first phase of the analysis, it is assumed that
the projection of the projectile trajectory on the bumper surface is coincident with the line
on the bumper defined by 0-7r, 05r<-. This implies that the response of the bumper plate to the
impact will be symmetric with respect to the line defined by the union of the lines 8-0, O5r<-
and 6=n, O!r<-. The symmetry of the bumper response allows us to assume further that the debris
clouds generated and the subsequent response of the pressure wall to their impact will also be
symmetric with respect to the projection of that line on the pressure wall.

The initial impact on the bumper is assiu.- to occur fast enough so that the debris clouds
consist primarily vaporour material, and that all particles of a debris cloud impact the
pressure wall at the same time. In tiis manner, the loads transmitted by the debris clouds to
th, pressure wall can be assumed co he in the form of initial velocity distributions which are
assumed to be directed perpendicularly ontn Lhe pressure wall. Thus, for the purposes of this
study, the tangential componert of the dcbris cloud loading is neglected.

Because of the o5liquity of the initial impact and the oblique trajectories of the debris
clouds, the initial velocity distribution corresponding to each debris cloud is applied over
an elliptical area of the pressure wall and is asymmetric with the peak occurring over the
'nearer' focus of the ellipse. This focus also defines the point on the pressure wall to which
the line defining the trajectory of a particular debris cloud is drawn. A sketch of a generic
asymmetric velocity distribution with an elliptical horizontial cross-section is shown in Figure
2. In Figure 2, the origin of the polar coordinate system coincides with a focus of the
ellipse. This allows the equation defining the ellipse to be written as:

a(l-E2 ) = r(l-ccosO) (1)

where (-,(a
2

--b
2
)/a Is the eccentricity of the ellipse, and a and b are lengths of the semi-major

an,' semi-minor axes of the ellipse, respectively.

Because of the high speeds at which the debris clouds travel, it is assumed that the Impacts
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of the 'normal' and 'in-line' debris clouds on the pressure wall occur simultaneously so that
the response of the pressure wall to one is not affected by the impact of the other. The
pressure wall is assumed to be circular and the damage areas created by the debris clouds are
assumed to be much smaller than the area of the plate. This assumption, together with that of
zero interaction between the debris cloud loadings, allows the focus of the ellipse at the base
of each debris cloud to be placed at the origin of the pressure wall and subsequent response
analysis to be performed independently for the 'normal' and 'in-line' debris cloud loadings.
Furthermore, because the damage areas are local effects, the effects of the debris cloud impacts
are confined to relatively small areas surrounding the damage areas. This allows the edges of
the plate to be modelled as clamped, rather than simply-supported. Additional assumptions are
discussed as they arise in the analysis.

PHASE ONE: DYNAMIC THIN PLATE ANALYSIS

In this section, a general theory of thin plate response to an asymmetric impulsive velocity
distribution is developed. From linear plate theory for isotropic, homogeneous materials, the
governing differential equation for dynamic plate deflection u(r,8,t) in polar coordinates can
be written as follows:

'2V 2 u + k4 =2 0 (2)
at 2

where k = (2[3(l-v2 )] 12 /ct%)}/ 2 , c is the speed of sound in the plate material, v is Poisson's
ratio, t. is the plate thickness, and

a2 O~2,zlr.r Q (3)

If the plate is clamped along its boundary, then we have the boundary conditions

U131 = 0; - 1 0 (4)
(3r aE

where aZ is the boundary of the plate. If the plate is subjected to an initial velocity
V0 (r,O), then u(r,6,t) must also satisfy the initial conditions

Ult.o = 0; -L- I = V(,rO) (5)

This initial and boundary value problem is solved by using separation of variables, that is,
we let

u(r,0, t) = X(r) Y(O) G(t) (6)

Upon insertion of equation (6) into equation (2) and application of the method, we find that
the functions X(r), Y(6), and G(t) are given by

X= (r) = a,,,,J 0(%.ckr) + 0 Jn n(tnkr) +÷Cy=n (T1j,.kr) + nKn(rnmkr) (7)

Y,(0) = Dicos(nO) + D2sin(nO) (8)

Ga,,(t) = P 1 cos(rit) + P 2 sin(rit) (9)

where n 2 is a constant of separation and In, J., and N., K. are n-th order Bessel Functions of
the first and second kind, respectively. The periodicity of Y(8) implies that for Y(8) to be
a single-valued function, we must have Y(0+2w)-Y(8). This in turn implies that n must be an
positive integer or zero. Additionally, since the plate and the loading both possess symmetry
with respect to 0-0, Y.(9) must also be symmetric with respect to 0-0. Hence, D2 -0 in equation
(8). To avoid infinite deflections at the center of the plate, the functions X.,(r) must be
bounded at r-0. This implies that (.-O and ,.-O in equation (7). The 77_ are the roots of the
equation

J, (%nkR) I.(nnkR) - In(r~nkR) J,(qnkR) = 0 (10)

which is obtained by substituting XY,(r) according to equation (7) into the boundary conditions
given by equation (4). Combining equations (7-9) yields

un, (r,0, t) = Xnm(r) cos (nO) [P 1 cos(nMt) + P2 sin(i•t)] (11)

where the constant D, has been combined into a. and 0. The Initial condition u(r,8,0'-0
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implies that P1 -O. Combination of P2 into a.o and fi_ yields the following expression for
u(r,0,t):

u(r, 0,t) = E Xn.(r) cos(n6)sin(12i t) (12)
n-O m-i

where

Xn(r) = •n.J(tr1kr) + I3mn(Iln0 kr) (13)

All that remains is to evaluate the constants a_, and 9_.. Differentiating equation (12) with
respect to t, evaluating the result at t=0, and applying the initial condition given in equation
(5), we obtain

u -j , ,l"Xn(r)cos(nO) = V0 (r,O) (14)
at.o n~b m~l

Multiplying both sides of equation (14) by cos(nO), and integrating from 0 to 2s, we obtain

= f2 V1 (r,O)cos(nO)d( (15)

Similarly, multiplying both sides of equation (15) by rX.(r) and integrating from 0 to R, we
find

2 fOR r2 R R/2x

itn rXn(r) dr = f rXf ,, (r) V0 (rO)cos(nO)dOdr (16)

If we substitute X.(r) according to equation (13) into the first of the boundary conditions
given by equation (4), we find that 6_ can be written as

SJ,(1 "akR) (17)

Substitution of )9_ into equation (13) yields

In (61,.,kR)
Xnm(r) =a[(1nr) in(,n2 R) J 0 (¶1~kr) ] (18)

Substitution of equation (18) for Xo.(r) into equation (16) yields the following for a,,

R*r [ Jn, 1kr) - In (y,,kr) ] V,(r, 0) cos (nO) d~dr
a ~m-RJ I R (19)Jn(R ka)In(n~,kr) ]2 dr7tiln2f. r [Jn,,01,kr) 1n, 0,kR) ,k)d

The solution process is now complete. Stresses within the plate can be calculated using the
standard expressions for ao, oe and o,9 in terms of transverse displacement (Ugural, 1981).

PHASE TWO: DEBRIS CLOUD LOADING OF A PRESSURE WALL PLATE

The first step in applying the general theory developed in the previous section to the analysis
of pressure wall response is to determine a functional form of the normal initial velocity
distribution V0i(r,6) for each debris cloud. In order to be able to do this, the total mass
Mi. the axial and radial expansion velocities, trajectory angles Ei and debris cloud spread
angles $i must be known for the 'normal' (i-I) and 'in-line' (i-2) debris clouds. While the
axial velocities of the ' normal' and ' in-line' debris clouds, V, and V2 , respectively, are
assumed not to be equal, it is assumed for the purposes of this study that the average radial
expansion velocities of the debris clouds are equal and denoted by V.. These quantities are
found by applying conservation of mass, momentum and energy before and after the initial impact
of the projectile on the bumper plate. This calculation is presented in the Appendix. Once
these quantities are known, the actual form of V01(r,8) for each debris cloud is determined as
follows. The mass per unit area impacting on the pressure wall is assumed to be of the form

mi(r,O) = Ale - 7 (20)
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This form of the mass distribution is motivated by the assumed shape of the velocity
distribution. In equation (20), there are three parameters to be determined for each debris
cloud: ej, A1 , and Aj. The parameter ci is determined from geometrical considerations at the
elliptical base of the initial velocity distribution (Figure 3) and given by

=I1- 2tan(lbi/2) (21)
i 1 cos@,[tan(9j+0j/2) -tan (09-_0/2)]

To obtain Ai, we consider the total kinetic energy of each debris cloud

Ej = 1M (22)~
2, (V.+' (22)

The kinetic energy of a debris cloud can also be obtained by considering the vertical and
horizontal velocity components of a particle with mass dm - m1(r,0)rdrd8 that impacts the
pressure wall at a point (r,6). These velocity components of the particle are given by Vicosei
and Ri(r,0)/6tj, respectively the quantity 6ti - S/(Vicosei) is the time required for the leading
edge of a debris cloud to travel the distance from bumper to the pressure wall (see Figure 3)
while Ri(r,O) is the horizontal displacement of the particle and given as

Ri(r,O) = V(StaZrMi) 2-2rStan81 cos(it-O)+r2  (23)

Thus, the kinetic energy of a debris cloud can also be expressed as

]0= ifjm 1 (r,O) (Vcos2 1 + Ri (r,0 ) rdrdO (24)

where

fi(eý = S[tan(0 1+Zi/2)-tan(@,-01 /2)] (1-el) (25)
2 (1-eIcosO)

Substituting for mi(r,O) into equation (24), performing the integrations and equating the result
to equation (22) we obtain the following quadratic equation for Ai:

V4COS2e, (2+3ei) A2 3e.#Vr Sinricoseji.-1  = 0 (26)

2S2 2 2S(1-e )=

Once a value for Ai is obtained, At can be determined by integrating the assumed mass
distribution for a debris cloud over the elliptical damage region Zi of the pressure wall and
then equating the result to the debris cloud mass Mi , that is,

= 
2 Xf fj(O) (rE) rdrdO (27)

The equation for Ai is then given by

M. - A1 Aj (28)
(le 1 /2

Once the constants ti, Ai and Ai are determined, the mass distribution of each debris cloud is
completely defined. We are now ready to determine the expression for the initial velocity
distribution due to the impact of a debris cloud on a pressure wall. By balancing the momentum
of a debris cloud before its impact with the pressure wall, and the momentum of the debris cloud
material and the pressure wall after the impact, we find

m,(r,0) VicosOi = [mi (r,0) O+m] V0 i(r,0) (29)

where V0 i(r,O) is the initial velocity distribution imparted to the pressure wall by a debris
cloud "i", m*-pt. is the mass per unit area of the pressure wall and p. is the density of the
pressure wall material. Substitution of mi(r,O) according to equation (20) and solution of
equation (29) for V0j(r,g) gives

V' Cose1V0i (r,0) 1 ( )cos O
1 -+ -a: e

e(30)A1
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Substitution of equation (30) into equation (19) defines a_, and subsequently u(r,8,t), for
each debris cloud loading.

PHASE THREE: PERFORATION CURVE DEVELOPMENT

Because the peak of the impulsive velocity distribution occurs over the origin of the pressure
wall, a critical stress at the origin will be used in developing the criterion for perforation
of the pressure wall plate. At the origin, shear stress vanishes and the radial and

circumferential stresses are equal. Therefore, either stress may be considered and yields the

following expression for stress at r=O on the surface of the plate:

OrIz-=O - It-- [-k (-a.m + 00) qomsinl0ort

+kcos (20) Cl(1
+ CI +V) i (-•E2m + P2m)Tl 2mSinr 2mt] (31)

All other terms involving a. and 6_ vanish because the corresponding Bessel Functions vanish
at r=O. It is noted that the stress calculated by equation (31) is the result of elastic plate

theory calculations. However, in the event of a perforation, the stress levels in the pressure
wall plate will exceed the elastic limit of the plate material by several orders of magnitude.
This apparent inconsistency can be resolved as follows.

Let the actual stress at r=O be related to the elastic stress at that point according to

aact = Warlzro (32)

where w is a function of geometrical and mechanical properties of the plate only (i.e., W is
independent of initial impact parameters). This expression is motivated by the fact that the
portions of the pressure wall plate that are impacted by the debris clouds will respond
hydrodynamically to the debris cloud loadings. Consider a generic one-dimensional stress-strain
curve and a generic hydrostatic curve superimposed on a single set of axes as shown in Figure

4. Let 4E and E2 be the strains that exist in the pressure wall plate due to loading conditions
"I" and "2". A purely elastic analysis of plate response would result in corresponding stress
states c0,1 and o.12, respectively. However, if the response is hydrodynamic in nature, then

the actual stress states would be oat.l and Oa,,. as shown. Because a,.,, and G.12 are obtained
from a linear, elastic analysis, we have

0 el,2 e2

If the hydrostat is assumed to be nearly linear, then it also follows that

al .1 Lý (34)

aact.2 e2

Combining equations (33) and (34) yields

_OaSLL O91'1 (35)
Oact,2 a el,2

which leads directly to equation (32).

If the actual stress at the origin exceeds some critical value, then the plate is assumed to
be perforated. If the critical value is assumed to be some multiple of the ultimate strength
of the plate material, then if

(act Z you.c (36)

the plate will be perforated. Substituting for o,,t according to equation (32) into equation
(36), we obtain the following condition for plate perforation:

Ozir-o 0 lu (37)

where X--y/L is a constant for a given system configuration and pressure wall material.

Computations of the stresses at the origin were made by adapting the analytical model to a
FORTRAN 77 program and running the program on the Alabama Supercomputer Network CRAY X-MP/24.
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In all cases, the materials of the pressure wall, the projectile, and the bumper were aluminum.
In the numerical calculations, E=0.7X10" N/m

2
, u-0.35, pv-p,-

2 7 6
8.0 kg/M3

, a,,,-0.3lXl0 9 
N/M

2
,

S-10.16 cm, tw-O.318 cm, and R-50 cm. The diameters of the projectile were chosen to be 0.475,
0.635, 0.795, and 0.953 cm; the impact velocities of the projectile were 4.0, 5.5, and 7.0
km/sec. Results were obtained for trajectory obliquity angles of 30', 45", 60', and 65" and are
presented in Figures 5-8.

COMPARISON WITH EXPERIMENTAL DATA

Figures 5-8 show the results obtained using the analytical model developed herein for the
various impact parameters considered. The results are presented in terms of whether or not
pressure wall perforation had occurred. A hollow circle represents a perforation; a solid
circle represents an unperforated pressure wall. Superimposed on the analytical results are
experimentally obtained ballistic limit curves (Coronado et al, 1987; Schonberg et al, 1991).
It is noted that these curves are merely lines of demarcation between regions of parameter
combinations leading to perforation (above) or no perforation (below). Whether or not the
pressure wall was perforated was determined using the criterion given by equation (37). In
order to be able to use equation (37), a value of X had to be chosen. After performing the
required calculations, it was determined that if a value of X=0.

2 5 
was used in equation (37),

then the analytical predictions lined up very well with the experimental results.

For impact obliquities 30° and 45- (Figures 5 and 6, respectively), a comparison of the results
obtained by the analytical model with the ballistic limit curves obtained from the experiments
shows very good agreement. All of the projectile diameter and impact velocity combinations that
result in pressure wall perforation lay above the experimental ballistic curve while all those
that do not lay on or below it. For an impact obliquity of 65- (Figure 8), the results of the

analytical model also compare very well with ballistic limit curve obtained by the Boeing
Aerospace Company (Coronado et al, 1987) for the same trajectory obliquity. In the case of a
60° impact (Figure 7), there is very little experiment data available. However, the results
predicted by the analytical .nodel show no contradiction with the available experimental data.
In fact, the analytical results provide information that complements the existing data.

CONCLUSIONS

An analytical model was developed to predict the response of dual-wall structures to orbital
debris particle impact. The analysis was performed in three stages. In the first stage, a
general theory of thin plate response to an impulsive asymmetric velocity distribution was
developed. In the second stage, this theory was applied to the analysis of the response of a
pressure wall plate in a dual-wall structure under the impacts of the asymmetric projectile and
.umper plate secondary debris clouds. In the final stage, a series of ballistic limit curves
that indicate the likehood of pressure wall perforation due to an oblique hypervelocity impact
was developed and verified for a variety of impact parameters. Based on the results obtained
and the subsequent comparison with experimental results, the model that has been developed
appears quite capable of predicting the ballistic limit curves of an aluminium dual-wall system
for a variety of trajectory obliquities.
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APPENDIX: CALCULATION OF SECONDARY DEBRIS CLOUD CHARACTERISTICS
IN AN OBLIQUE HYPERVELOCITY IMPACT

Conservation Equations

Recall the dual-wall structure shown in Figure 1. The quantities Vi, V2 and V, are the axial
velocities of the various debris clouds travel; the parameter V. characterizes the average
radial expansion velocity of the three debris clouds. The following sections describe a method
that allows us to calculate Mi, 6i and Vi (i-1,2 and r), as functions of the initial impact
parameters M,,V•, and 6•.
Applying conservation of momentum before and after the initial impact of the projectile on the
bumper plate in the vertical and horizontal directions, we arrive at the following equations:

MpVpcosOp = MVCos 1 + MV 2COSO2 + MVsinO, (A.1)

MVpsin6p = MyV1 sinO1 - MV 2sinfl - MrVrcosO (A.2)

Assuming that no mass is lost in the initial impact, the principle of mass conservation yields

MP+M = M2 - 1ý-M (A. 3)

where Mf is the mass of the material that is punched out in the creation of the hole in the
bumper plate, and is calculated by noting that for the trajectory obliquities considered, the
bumper plate hole is elliptical (Schonberg et al, 1991):

Mf = tp minR..t./4 (A.4)

The quantities D., and D_, are the lengths of the minor and major axes of the bumper plate hole
and were calculated using the empirical equations Schonberg et al (1991). It is noted that
these equations were derived from hypervelocity impact tests in which spherical aluminum
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projectiles impacted thin aluminum plates. Hence, while the general methodology described
herein may be valid for other materials besides aluminum, the use of empirical equations based
on tests employing aluminum plates renders this specific analysis valid only for spherical
aluminum projectiles impacting aluminum dual-wall structures.

Equations (A.l)-(A.3) constitute a system of 3 equations in 9 unknowns which must be solved for:
3 debris cloud masses, 3 axial velocities, 3 center-of-mass trajectories. An additional unknown
exists in the form of the average radial expansion velocity of the debris clouds V., which must
also be solved for. The solution process is facilitated by utilizing experimental observations

from high-speed impact tests of aluminum dual-wall structures to determine several of the
unknowns in equations (A.I)-(A.3). The remaining unknowns can then be determined in closed
form. Once this is accomplished, an additional equation can be introduced to solve for V_.

The process by which this is done is described in the following sections.

Trajectory Angles

The angles 01 and 62 initially increase as 0, is increased (Schonberg er al, 1991). This
continues until a critical value of 6, is reached beyond which 01 and 62 decrease with continued
increases in 6 ý. This kind of behavior is very difficult to predict analytically without
resorting to an advanced shock physics analysis. As a result, the analytical prediction of this
behavior is beyond the scope of the present work and empirical equations are used to calculate
values of 91 and 02 as functions of the intial impact parameters. These equations are given
in Schonberg et al (1991). The trajectory of the center-of-mass of the ricochet debris cloud
has been observed to decrease monotonically with increasing values of trajectory obliquity.
The following empirical equations can be used to calculate the value of 0, for a given value
of 0":

Or = -3.3330p + 160.0' if 300 OP - 450 (A.5a)

()= -0.3330p + 25.00 if 450 P 0
p •60' (A.5b)

r= -0.1660p + 15.00 if 60' 0 Op S 9g0 (A.5c)

This allows 61, 62, and 6, to be treated as known quantities which reduces the number of
unknowns in equations (A.I)-(A.3) to six.

Debris Cloud Masses

The three unknown debris cloud masses are calculated by systematically distributing the mass
of the projectile and the mass of the bumper plate material that is punched out by the initial
impact among the three debris clouds and then invoking the conservation of mass equation,
equation (A.3). This distribution process is accomplished as follows.

First, it is noted that as r, increases, the amount of material in the normal and in-line debris
clouds monotonically decreases while that in the ricochet debris cloud steadily increases
(Schonberg et al, 1991). Furthermore, it has been hypothesized that the material in the normal

debris cloud is primarily bumper plate material, while the material in the in-line debris cloud
is primarily projectile material (Burch, 1967). The obliquity of the initial impact on the
bumper plate also madates that the in-line and ricochet debris clouds contain a portion of the
bumper plate material. Based on these observations, we postulate the following functional forms
of MI and M2 :

M, = M--cosoOp (A.6)

m 2 = (m - T) cos"Op + MpCosn"p (A.7)

where Mf is the mass of bumper plate material that would be ejected in a normal impact at a
reduced velocity V'<V,, ie. , Mf-M 1 (8'-O0,V•-V'), and o 2 is that fraction of the ejected bumper
plate material in the in-line debris cloud. These forms satisfy the requirement that the debris
cloud masses decrease as 0, increases and do not violate the hypotheses regarding the origins
of the material in the respective debris clouds. The values of the exponent n and the
coefficient 02 are adjusted so that the final preditions for the debris cloud spread angles
based on this analysis procedure compare well with those obtained using empirical predictor
equations for debris cloud spread angles (Schonberg et al, 1991). Thus, the solution process
proposed herein becomes an iterative one, requiring initial estimates for n and a 2 which are
then modified based on subsequent comparisons with empirical information.

The reduced velocity V' used to calculate the mass of bumper plate material in the 'normal'
debris cloud is taken to be the normal component of the original impact velocity. Any material
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in excess of that which such a normal impact would produce is allocted to the 'in-line' and
ricochet debris clouds. Therefore, the reduced velocity V' is given by

V/ = 1 VPcosO~P (A.8)

where n is a correction factor that is also adjusted so that the final predictions for debris
cloud spread angles based on the analysis procedure presented herein compare well with those
obtained using empirical predictor equations. Substitution of equations (A.6) and (A.7) into
equation (A.3) results in the following expression for the mass of the ricochet debris cloud:

Mr = (1-a2 ) (M,--M-)cosnOP + (Mf+Mp) (i-coSnOp) (A.9)

These calculations and assumptions allow M1 , M2 , and Mn to be treated as known quantities which
reduces the number of unknowns to three. Since one of the equations was used in the preceding
analysis, we now have a system of two equations in three unknowns (V1 ,V2 , and V.).

Debris Cloud Axial Velocities

Since the 'normal' debris cloud is assumed to contain only bumper plate material and the mass
of that material is calculated assuming a normal impact, the method for calculating its velocity
is based on a procedure currently utilized for calculating debris cloud velocities in normal
impacts of thin plates. This procedure is summarized in the following paragraph.

The initial normal impact of a projectile on a thin plate produces a shock wave that undergoes
reflection at the rear surface of the plate. An elementary shock wave propagation analysis
indicates that the velocity of the rear surface at the moment of reflection is equal to twice
the particle velocity of the plate material as the shock wave passes through the plate. For
a normal impact of an aluminum projectile on an aluminum plate, particle velocity is equal to
one-half of the impact velocity. Hence, a simple substitution shows that for the particular
projectile and bumper plate materials under consideration, under normal impact, the velocity
of the rear surface of the plate is equal to the initial normal impact velocity. Since the
reflection of the shock wave from the rear surface causes the plate material to fragment and
thereby creates the debris cloud, the presumption is made that the axial velocity of the debris
cloud created by the normal impact is equal to the velocity of the rear surface of the plate.

Applying this to the problem at hand, since the normal velocity assumed to create the 'normal'
debris cloud is given by V', then the axial velocity of the 'normal' debris cloud is also given
by V', that is,

V, = 1JVPcosOP (A.lC,

We are now left with a system of two equations in two unknowns, V2 and V.. This system is
solved explicitly with the following results:

V2 = [MpVpCOS (Op-Or) - MVCOS (0,-0,) 1 / M2COS(e 2 -EO) (A.11)

V1 = [MPVPsin0P - MVsinO, - Masin0J / MrcosO, (A.12)

Thus, all of the unknowns in equations (A.I)-(A.3) are now determined. The final unknown to
be determined is V. The procedure by which it is found is discussed in the next Section.

Debris Cloud Radial Expansion Velocity

If we apply the principle of energy conservation before and after the initial impact of the
projectile on the bumper plate, we have the following symbolic equation:

K.E. initiaI = K. E. debris + K. E. lost (A. 13)

where the initial kinetic energy is that of the incoming projectile, the kinetic energy of the
debris clouds is that due to their axial motion and expansion, and the kinetic energy that is
lost is due to the irreversible processes that occur during the initial impact such as material
heating, light flash, etc. If the energy that is lost is written as some fraction ý of the
initial impact energy, then writing the kinetic energy of the projectile and the debris clouds
in standard form yields the following:

The term on the left hand side of equation (A.13) may be regarded as the energy available for
debris cloud motion and expansion. The parameter ý is adjusted so that the final predictions
for debris cloud spread angles based on the analysis procedure presented herein compare well
with those obtained using empirical predictor equations. Since the only unknown in equation
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(A.18) is V., the solution for the final unknown is immediate:

V. (M 2VMV) (A. 15)
- vW-M2 M• r

Validation of Analysis

The validity of the proposed method of solution for the ten unknowns that characterize the
debris clouds created as a result of an oblique hypervelocity impact of a thin plate (as well
as all the attendent assumptions) is assessed by comparing the predictions of debris cloud
spread angles with experimental results. Once the various debris cloud velocities have been
obtained using the method proposed herein, the spread angles of the 'normal' and 'in-line'
debris clouds can be found using simple trigonomentry as

0i = 2tan-'(V./V) i = 1, 2 (A.16)

The empirical values of the debris cloud spread angles are found using the empirical
relationships in Schonberg et al (1991).

Table A-1 presents an error summary showing average percent differences between prediction and
experiment for the various impact trajectories and obliquities considered. For each spread
angle, the first column shows the average difference between prediction and experiment; the
second column shows the standard deviations of the averages. As can be seen from this Table,
the values of the spread angles that result from the calculations described herein are very
close to the experimental values. Naturally, the values of the parameters 12, , ,, and n have
been adjusted to ensure that the predictions and empirical results are closely matched. A
summary of the empirical parameter values used is presented in Tables A-2 to A-4.

Ntormal Debris Cloud In-Line Debris Cloud 'J' dee ,303 I6Vse f"sc I -) 3045 05S 0.55 3.60 2.00 .. 00 I 0.25

4.0 0.635 .. 65 2.00 2.00 0.00 I 0.25
30 -3. 7 6.9 3.6 7.2 0.295 0.75 1.40 2.00 0.00 2.22

0.953 1 ,.85 2.30 1.00 0 0oo o.18

4 0 45' -5.1 1.4 4.4 7.2 0.475 1 1.50 ].70 -0 00 0.10

60' 12.3 1.9 -14.9 4.6 0.6 25 060 Z.40 2.1O Z.0 53 .. . 8 1 .. ... ... .. ..
30 " -4 7 5 .3 2 .2 7 .8 1 ,o 0.953 > .5 I .60 . o0 0 o.12

0.475 2.40 1.75 ].G0 0ý00 J.15
05. -1.1 4A 2.1 9.6 635 1.60 2.50 2.95 2.05 _ 2.25
6.795 1 .75 2.00 1.9 0.07 0.15

60" 108 2 7 -7.5I 0.953 l .85 1.80 7.91 1.09 J,0.05

o0" 8 0 4 7 1 2 8 1 Table A-2. Empirical Parameters for 8 p-300

7 .0 5 -9 3 2 .7 5 .8 3 .9

60" 3,2 4A -1.6 1 3

Table A-1. Error Summary for Debris Cloud Angles

.Sc d. n V d.
4.36,80 ) .00) I 2 ( .0 8ec. Co

0.475 39,5 .05 •1.00 0.00 0.25 0.475 1.00 2.35 1.00 0.00 0.254.0 0.6351 3.90 2.00 . 3.00 0.00 0.25 4.0 0.635 3.00 1.73 1.00 0.00 0.25

0.795 0.95 1.78 1.00 1.00 0.23 0.795 1.00 1.30 0.98 0.02 0.23
0.953 .0.98 3.00 2.00 7.00 0.19 0.953 1.00 0.99 0.97 0.03 0.20

0.475 I 0.65 3 .05 . 0 ..0 0.30 0.475 0.-97 2.3 1.00 I 0.00 0.305.5 0.635 I .00 2.15 1.00 0.00 0.27 5.5 0.635 0.99 1.80 1.00 0.00 0.26
0,9 I 0.0 .4 . .97 0.03 0.24 0.795 1.00 1.33 0.93 .. 0.07 0.2
0.953 I .95 1.10 3.00 ,.30 0.19 0.953 2.00 0.95 0.82 0.1! 0.26

0.7 ., 20 ., 2, !035 0.475 0.90 2.30 1.00 7.00 0.3053.635 , 2.80 . 2.05 ).,0 o .10 2.30 0 0.635 0.92 1.67 0.90 0.10 0.30
0.795 I Q.90 1.50 .90 3 13 0 25 0.795 0.95 1.20 0.85 0.15 0.05I 0.953 ) 0.95 '.10 0.88 . . 6 0.20 0.953 0.98 - . 2 -0. 1 0

Table A-3. Empirical Parameters for 6 -450 Table A-4. Empirical Parameters for 9 -600p p
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IMPACT CRATER GROWTH IN AN ATMOSPHERE

PETER H. SCHULTZ

Brown University, Department of Geological Sciences, Providence, RI 02912

ABSTRACT

Laboratory impact experiments demonstrate that the presence of an atmosphere can significantly retard
late-stage crater growth due to the combined roles of static (ambient) and dynamic (aerodynamic) forces
acting on the ballistic flow field. Drag forces limit growth by decelerating ejecta particles and by
retarding the outward advance of the ballistic ejecta curtain. Because craters first grow downwai ' then
outward, arresting crater growth prematurely not only reduces cratering efficiency but also reduces the
diameter-depth ratio. Under high atmospheric pressures and densities, the resulting oversteepened crater
profile in low-cohesion, fine-grained targets collapses after maximum growth. Observed reductions in
cratering efficiency and crater diameter can be accommodated by replacing gravity with the drag force in
gravity-controlled scaling relations. Such scaling relations suggest that the atmosphere should play a
significant role in reducing crater size under the dense atmosphere of Venus.

INTRODUCTION

The wide range of impact conditions on different planetary surfaces create mega-laboratories for testing
concepts of the cratering process. Such "experiments", however, only preserve the outcome without
specific information on impactor properties or processes. Since the extreme range in environmental
variables (gravity, atmospheric pressure) greatly exceed the range in possible impactor properties, at least
first-order conclusions can be reached by recognizing key signatures. For example, the high atmospheric
density (0.1 g/cm 3) and gravity (870 cm/s2) on Venus result in distinctive crater morphcdogies that can
be explained by energy partitioning processes with the atmosphere from before the moment of impact to
long-lived disturbances well after crater formation (Phillips et al., 1991; Schultz, 1992a). Figure I
underscores this contrast by comparing a 100 kin-diameter crater on the Moon (vacuum, low gravity of
162 cm/s 2) with a 50 km-diameter crater on Venus. The factor of two difference in size has been selected
in order to compare the consequences of similar ejecta impact velocities at the same crater-scaled range in
the different gravitational fields.

Laboratory experiments cannot be used to directly simulate all aspects of the formation of a 50 km-
diameter crater, regardless of the planetary environment. Experiments instead can reveal controlling
processes and their signatures at different stages of formation. Early studies of explosion cratering
(Chabai, 1965, 1977; Johnson et al., 1969) viewed the effect of an atmosphere as a static pressure term
added to the lithostatic overburden. Subsequent studies (Herr, 1971; Holsapple, 1980) concluded that
atmospheric pressure plays a relatively minor role, particularly as scale increases. More recent studies
(Schultz, 1992b and c), however, revealed that atmospheric density and target particle properties (size and
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Fie. I. Comparison of the 100 km -daiwnetir crater Copernicus (left) on the Moon and a 00 kn Crater on
Venus (right). The atmosphere on Venus prevnts ballisticý ejecta fromt iravwing beodacatrrdu
fromn tle rull.

'iensity) can reduce cratering efficiency by as much as an order of magnitude as dramatized in Fig. 2.
Consequcrntly, use of dimensionless scaling ratios w ithout recognition of the controlling processes may
fail to characterize fully the role of the atmosphere at laboratory scales and may miss the iniporunce at
larger scales.

Table I summarizes tile competing forces between the cratering flow field and the atmosphere. The
cratering flow field can be characterized by either an Euler number (ratio of pressure to inertial forces) for
crater excavation limited by target strength or an inverse Frotide number (ratio of gravity to inertial
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forces) for excavation limited by "strengthless" ballistic flow. The presence of an atmosphere introduces
a different set of resisting forces to the cratering flow field. If static ambient pressure simply adds to the
lithostatic overburden (Chabai, 1965), then it resembles a strength term (i.e., an Euler number depicting
atmospheric interactions). During crater growth, however, the ejecta curtain represents an extension of
the material flow field in the target. As the ejecta curtain moves outward as an extension of the growing
cavity lip, dynamic forces act on both the ensemble of ejecta and individual ejecta particles; consequently,
two Froude-scaling relations for dynamic forces need to be considered. The Reynolds number (ratio of
inertial to viscous forces) also enters through the drag coefficient at the particle-interaction scale. At the

10,000 1 1 1

"vacuum' No. 24 sand

A -- - No 140-200 sand

1 i,ooo "_ .. - 7
0

0
o
0_ modified

LL compacted pumice
w

0 100
- Low-density micro-spheres (A)
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ir
U 0.635cm spheres (1.6-1.9 km/s)

10 1 1 1 1
0.001 0.01 0.1 1.0

ATMOSPHERIC PRESSURE (bars)

Fig. 2. Comparison of atmospheric effects on cratering efficiency (displaced target mass divided by
impactor mass) for different particulate targets distinguished principally by grain size and density (see
Table 2). Different atmospheric densities are represented (i.,.., d"rent atmospheric gases). "Modified"
data (in parentheses) indicate craters that have undergc .i cleai rim-wall collapse. From Schultz (1992b).

scale of the advancing ejecta curtain, however, the Reynolds number is high enough (> 1000) that the
drag coefficient can be approximated by the value for a flat plate (i.e., CD = 2). Scaling of a laboratory
model is then possible provided that the density ratio between the flow and resisting atmosphere is
introduced (Mellor, 1978).

The following discussion reviews the various processes observed in laboratory experiments including
evolution of the ejecta curtain, crater shape, wake-blast effects, and total cratering efficiency. These
observations are then placed in context of scaling formulations presented in Table 1. Lastly, possible
signatures of atmospheric effects at much larger planetary scales are briefly considered.

ATMOSPHERIC EFFECTS ON CRATER EXCAVATION

The presence of an atmosphere may modify energy transfer between impactor and target through complex
shock interactions (Gault and Sonett, 1982) or effects of accompanying ionized gas in the leading aircap
or trailing ionized wake (Schultz, 1992b). Energy part.itioned to such gas dynamic effects, however,
represents a relatively small fraction of the total impactor kinetic energy transferred to the target.
Consequently, emphasis here focuses on late-time atmospheric effects that modify or arrest the ballistic
cratering flow field established at much earlier times. Four different target types have been used with
contrasting constituent grain sizes, densities, and cohesion (internal angle of friction) as summarized in
Table 2. This range in target properties allows recognizing the controlling processes associated with
crater growth in an atmosphere.



I I I I S4 1i I I I

Table 2. Target Properties

Type Grain Sizes*, lint Bulk Internal
Density," Angle of

20% 50% 80% g/cm3  Fnictiont

Pumice 120 81 26 1.52 >80"

(compacted)

Microspheres 130 97 65 0.4 -20"

No. 140-200 145 125 89 1.55 -30"
Sand

No. 24 620 457 320 1.70 -30"

*Size of ejecta where cumulative fraction (by weight) is coarser than percentage given. For
example, 20% (by weight) of the grains comprising pumice are large than 120 pm with most
(80%) larger than 26 pm.

"Bulk density for pumice refers to compacted pumice used in this study. Uncompacted
pumice exhibits a density of 1.3 g/cm 3 and results in clumping of ejecta.

tinternal angle of friction refers to the maximum slope that is stable against collapse and
reflects the cohesion (a measure of strength) for particulate targets.

Experimental Conditions:

The experiments were performed at the NASA-Ames Vertical Gun Range, a national facility supported by
the Planetary Geology and G-ophysics Program and managed jointly through NASA Ames Research
Center and the Lunar and Planetary Institute. The large impact chamber (2.5 m x 2.5 m) and variable
impact angle (from horizontal to vertical in 150 increments) allows unique experiments exploring
processes where gravity is important (e.g., gravity-limited crater growth and low strength target materials
such as sand and water) or where a large chamber is essential (e.g., impact vapor cloud expansion and
impact-induced magnetic fields).

Three launch capabilities provide impact velocities from 0.03 to 7 km/s for a variety of projectile types.
A t%, o-stage light gas gun launches 0.159 cm to 0.635 cm spheres or cylinders and their polyethylene
sabots from 3 km/s to 7 km/s, whereas a powder gun covers the velocity range from 0.5 to 2.5 km/s.
Because of the relatively short launch distance, rifling in the launch tube induces a spin that separates the
split sabot from the projectile by centrifugal force. Projectile velocity and integrity are determined
electronically and photographically from three velocity stations downrange from a sabot separation and
capture chamber. In addition, an air gun capable of launching 1.5 cm objects allows exploring the very
low velocity range (below 300 m/s).

The impact chamber is s.owly evacuated to about 0.5 Torr and then refilled with the desired non-reactive
(helium, argon, carbon dioxide, ni,-ogen) gases in order to avoid combustible mixing with hydrogen from
the two-stage light gas gun. Spectra of ionized gases above the impact reveal that little (if any) residual
air was retained within the target. The powder gun, however, is operated with air as well as other gases
in the impact chamber. A thiu mylar diaphragm is placed at the end of the launch tube for light-gas and
powder gun experiments in order to allow a clean launch and to assess diagnostics under vacuum
conditions. This procedure limits projectiles to ductile materials with high tensile strength, such as
aluminum, steel, or polyethylene since pyrex projectiles shatter during passage through the diaphragm
(see Schultz and Gault, 1985). Comparisons between craters formed under vacuum conditions with and
without an atmosphere confirm the minimal effect of the mylar diaphragm on projectile velocity and
integrity for the selected projectiles. Impact velocity at the target surface is calculated using the standard
dreg formula as further confirmed through the use of high-frame-rate cameras (35,(000 frames per second).

Target buckets 60 cm in diameter and 15 cm deep contain the particulate target materials. Shaking and
compacting such targets prior to each shot minimize the pore space. All targets undergo vacuum purging
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prior to each series of experiments. Pumice targets, however, are further compressed by standing on a
flat plate on the surface. With such procedures, the calculated porosity of the various targets approached
similar values (see Table 2). Uncompacted pumice was found to have a density of 1.28 g/cm 3 and
resulted in large ejecta clumps that minimized aerodynamic drag effects. Nevertheless, impacts under
vacuum conditions revealed no effects of any residual gases still trapped in the pore spaces. Removal of
shocked and comminuted ejecta from within the crater and from the exterior surface after each experiment
maintained a relatively "fresh" target. Consistency of the data over a long time period (years) validates
this approach.

Ejecta Curtain Evolution:

During late-stage gravity-controlled crater growth, ballistic ejecta form a thin wall (or "curtain") of debris
tied to the lip of the widening cavity (see Gault et al., 1968). The contrasting effects of an atmosphere
on the ejecta curtain profile is illustrated in Fig. 3. Each shade of grey represents crater growth after 7.5
ms, 15 ms, 30 ms, 60 ms, 120 ms, and 240 ms. Images were created by computer digitizing the film
record and digitally subtracting selected frames. Consequently each image provides a condensed summary
of the film record. During crater growth, the curtain angle increases with increasing atmospheric
pressure. After crater formation, the oalistic curtain bulges at its base and actually appears to advance
more rapidly than the curtain under vacuum conditions. Since this distinctive response is observed for
impact angles as low as 10 m/s, it does not reflect the effects of atmospheric heating. Rather, the
bulging reflects in part the response of the atmosphere to the advancing curtain (see Schultz, 1992c).

Fig. 3. Comparison of time history of 1.5 kmls impacts by 0.635
cm-diamcier aluminum spheres into pumice under vacuum
(Fig. 3a) and a I bar atmosphere of air (Fig. 1b).

Evolution of the ejecta curtain angle (with respect to the target surface) depends on target type and
different atmospheric densities. Use of helium allows differentiating between the effects of pressure and
density, as well as sound speed. Under high atmospheric densities (at I bar of air) the ejecta curtain is
more vertical (>60") and increases in angle with time (Schultz, 1992c). As an extension of the growing
cavity wall, such ejection angles (corresponding to the curtain angle) greatly exceed the angle of rf-pose
once motion has ceased. Under the identical pressure of helium, however, curtain angles (<45") rest ible
air at the same density (air at reduced pressure). Curtain angle is affected to a greater degree for pumice
and microsphere targets, which contains significantly smaller grain sizes relative to the 140-200 sand.

The effect of atmospheric pressure on the growth of the ejecta curtain with time is shown in Fig. 4. The
base diameter of the ejecta curtain (Fig. 4a) was measured above the inflection point at the same height in
each image of a high frame-rate NOVA camera, whereas the overall curtain diameter was measured at a
common height of 10 cm above the surface. Figure 4a reveals that the diameter of the curtain near the
surface grows more rapidly at higher pressures. The basal bulge is believed to reflect turbulence generated
by the outward- loving ballistic curtain. Above the surface, the curtain under high chamber pressure also
moves outward ahead of the curtain relative to low chamber pressure, but ceases to advance after only 60
milliseconds, ell before the time required for crater formation in a vacuum (- 150 nis).
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impacts into pumice targets by 0.635 cm-diameter aluminum Gas dyn,•ic forces stop advance of ejecta curtain before crater
spheres under different density atmospheres (argon). completion expected for vacuum conditions.

Figures 3 and 4 demonstrate that atmospheric density rather than pressure controls ejecta curtain
evolution. Moreover, the greater effect on craters produced in pumice and microspheres having the
smallest particles indicates that dynamic pressure acting on the ejecta and ejecta curtain plays a
controlling role.

Crater Profile:

The observed systematic changes in ejecta curtain evolution with atmospheric density and target type can
be correlated with changes in crater profile (Fig. 5a). The aspect ratio for craters in sand increases (craters
become shallower) with increasing density, whereas it decreases for craters in pumice. Lower density
atmosphere (helium atmosphere) reduces this effect for sand. The steepening ejection angles with
increasing atmospheric density (Fig. 3b), however, indicate that the excavation cavity may be transient
since interior wall slopes greatly exceed the angle of repose for targets with low cohesion. This process
can be tested by comparing the reduction in crater diameter and depth for impacts into targets with
different internal angles of friction and by performing quarter-space experiments.

Figure 5b contrasts the reduction in crater diameter and depth with density for impact craters produced in
pumice and sand. Under vacuum conditions, crater diameter and depth increase proportionally with

o - I 1 .1 1 1 1 . I . I I L

8 -'--'No. 140-200 SAND

X 6 - .'..- _ 1.0 1.0 1.5
1-- - x-' +4- - PUMICE0.nL 4------

* ;--U vacuum v410 u"' ~ o . '...... ."......... :-.k /
vacuum /ý/'-8km/

W PUMICE 0.-0_ P /0 \ P O.92-"u P-0.25 • x

W Q~~ 0.5 -.

0 ' 0 X-J 110.5
X,1,l SAND

0.0 1.10.1 1.0 1.0 1.5
ATMOSPHERIC PRESSURE (bars) Log DIAMETER

Fig. 5a. Effect of atmospheric pressure on the crater aspect ratio Fig. 5b. Contrasting effects of atmospheric pressure (air) on final
(diameter/depth) for sand and pumice targets. All data shown crater diameter and depth for pumice and sand targets. Lower
in Fig. 6a are for 1.5.2 km/s impact velocities by 0.635 cm velocity impacts (2 km/s) are indkated by crosses; all
aluminum spheres. projectiles were 0.635 cm aluminum.
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impactor velocity and size. For given impactor conditions into pumice, both depth and diameter at first
decrease proportionally along the vacuum line (solid circles) as atmospheric pressure (density for given
gas) increases. From 0.125 to 0.25 bars, however, diameter decreases more rapidly than depth but
becomes more parallel with the vacuum line at higher pressures. In contrast, impacts into sand result in
decreasing depths as well as decreasing diameters.

VACUUM ATMOSPHERIC PRESSURE
43 ms•:

0.86 26 26 ms
• * p...' 0.86

035 .' 0.35 /

CRATER GROWTH
.....,..-.,.... . . .. .:• -.......................

"..:.'......:' .'. maximum depth,
then lateral growth ,,,,,,.:. arrested lateral grov -h

0.13 sec

MODIFICATION

0.16 scc

-0.13 sec-

minimal collapse 0.13 sec J post-excavation
(stable crater profile) 26 ms collapse (unstable crater

profile)

Fig. 6. Crater growth and ejecta curtain evolution revealed by quarter-space experiments for 1.5 km/s
impacts into No. 140-200 sand. Under vacuum (left) crater widens with time and preserves final profile.
Under a 1 bar (air) atmosphere (right), lateral growth ceases after 26 ms and crater collapses.

High-speed film and video further reveal that the contrasting diameter and depths of the measured craters
with atmospheric density reflect collapse of a transient excavation cavity. Quarter-space experiments
further confirm that craters in pumice, sand, and microspheres grow initially as if they had formed in a
vacuum. As crater growth ceases, the final excavation profile is preserved in compacted pumice but
collapses in sand (and microspheres) as shown in Fig. 6. Reduction in preserved rim height further
documents this modification process.

In summary, the observed increase in ejecta curtain angle is reflected in a decrease in the crater aspect ratio
(diameter:depth) that is preserved in pumice but is "transient" in sand and microsphere targets. Although
the very low strength (cohesion) of sand makes it a preferred target for examining gravity-limited crater
growth, this property can limit its use under atmospheric conditions.

C-atering Efficiency:

Total cratering efficiency is defined as the total displaced target mass M divided by the initial impactor
mass mp. Holsapple and Schmidt (1982, 1987) proposed scaling laws based on dimensional analysis and
late-stage equivalence, i.e., late-stage crater growth has little memory of the energy-transfer process as
documented by Dienes and Walsh (1968). This formalism can be viewed as Froude scaling for gravity-
controlled growth (maintaining the same ratio of gravitational to inertial forces) or Euler scaling for
strength-controlled growth (maintaining the same resisting pressure or stress to inertial forces) and can be
expressed as n groups:

nv = k'g 712 "a (la)

= k'g (gr/vi 2)'a
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for gravity scaling, or

nv = k'y 7yl'' (Ib)

= Vy (Y/8tvi2)Y
4 '

for gravitational acceleration g, impactor radius r and velocity vi, and target strength Y and density St.

The exponents in equation (1) were found by Holsapple and Schmidt (1987) to be simply expressed by a
= 3W(2 + pi) and P3' = 3gt/2 for a coupling parameter ji representing the energy/momentum transfer
process from impactor to target with g. = 2/3 for energy scaling and I = 1/3 for momentum scaling. For
most particulate targets, they found g _= 0.4, whereas solid, strength controlled targets generally exhibit
gt - 0.55. Under vacuum conditions, the targets in the present study displayed gravity-limited growth
with the constants and exponents given in Schultz (1992b). Compacted pumice targets exhibited gravity-
controlled growth only for sufficiently high values of n2 which exceeded the transition from gravity to
strength controlled regimes.

If the observed cratering efficiency under atmospheric conditions is referenced to gravity-limited
excavation under vacuum conditions, then equation (la) can be rewritten as:

'EVA/Icvv = kt2arVA (2)

where the subscripts V and A refer to vacuum and atmospheric conditions, respectively, and k = (1/k'g).
Figure 7 contrasts the observed reduction in cratering efficiency for the various target types as a function
of the pressure-scaling parameter (see Table 1). Reduction in cratering efficiency follows very similar
dependences on the pressure parameter with the exception of sand and micro-spheres at higher atmospheric
pressures. These departures reflect crater collapse in part, but also may be related to offsetting effects
created by the impinging wake blast (discussed below).

SCALED ATMOSPHERIC PRESSURE 2.0
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Fig. 7. Reduction in cratering efficiency relative to vacuum Fig. 8. Wake-induced cratering in sand. Wake gases trailing the
conditions as a function of a dimensionless pressure ratio projectile as it transits an atmosphere were isolated from the
(Euler number). Pumice and sand targets used 0.635 cm Al impactors by allowing the projectile to pass through a tube
spheres at 1.5-2.0 km/s. whereas microsphere targets used in the target Wake blast alone produces craters as large as
0.635 cm polyethylene spheres. From Schultz (1992b). 10% of observed craters from solid impactors.

Even though compacted pumice exhibits material properties which are very different from micro-spheres,
Fig. 7 reveals that they exhibit very similar reductions in cratering efficiency. The principal controlling
variable offsetting these data sets appears to be related to target particle density and size, consistent with
unaccounted effects of dynamic pressure (Table 2). The role of gas dynamic pressure in limiting crater
growth will be considered more fully in a later section.
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Wake-Blast Effects:

Quarter-space experiments and high-frame-rate imaging reveal that the disturbed atmosphere
accompanying the impactor is injected into the early-time crater cavity (Schultz and Gault, 1982). The
low internal strength of sand and microspheres could result in augmenting excavation when atmospheric
densities (gas-dynamic back pressures) become high enough, perhaps accounting for the trend reversal
exhibited by sand in Fig. 7. This process can be assessed by projectile-less collisions where the
projectile is isolated from the wake by allowing it to pass through a hole or tube (Schultz, 1992b). The
effective volume re3 of the impinging disturbed air mass scaled to projectile volume rp3 can be expressed
as (pvi2/P)(y + 1)/(y - 1) for an atmospheric density p and pressure P with ratio of specific heats y
impinging at a velocity vi (assumed to be the impactor velocity). The diameter D of the excavated crater
formed by the air-mass should exhibit approximately the same dependence on the gravity-scaling
parameter.

(D/2r)(8tJp)1U3 - [1t2 (relrp)-•a (3)

where 8p has now been replaced by the ambient density of the gas p. Figure 8 compares the results for
No. 140-200 sand and coarser No. 24 sand under a range of atmospheric gases. Consequently, the
isolated wake blast has sufficient energy density to contribute to crater excavation. Wake-blast effects
coupled with the impactor, however, appear to be important only at high atmospheric densities, p/p 0 >
0.5 (Schultz, 1992b).

DISCUSSION

Dynamic Pressure Effects:

The role of atmospheric density and target grain size in altering both the ejecta-curtain angle and the
transient crater shape indicates that crater growth is literally being choked off by the atmosphere. Impact
craters are observed in both laboratory (Gault et al., 1968; also see Fig. 6, left)) and computational
(Orphal et al., 1980; Schultz et al., 1981) experiments to grow to a maximum depth and then expand
laterally. Arresting growth prematurely would result in a smaller aspect ratio (D/d), provided this
transient shape is stable. As a working hypothesis, it is proposed that crater growth in particulate targets
in an atmosphere is limited by dynamic forces retarding advance of the ejecta curtain.

If the cratering flow field represents an incompressible, inviscid flow, then forces acting on its extension
ab-'ve the surface (transient crater lip) should be transmitted hydrostatically. Consequently, the overall
effect of dynamic forces will resemble gravitational forces retarding the ballistic flow field. When
increased gravitational forces are applico to a computed cratering flow field resulting from a 30 m iron
projectile impacting an anorthosite target at 15 km/s, the crater aspect ratio also was reduced (see Schultz
et al., 1981). Dynamic forces retard advance of the curtain at two scales (Table 1): deceleration of
individual ejecta and deceleration of the ejecta ensemble comprising the outward-moving curtain. These
two processes are not independent but for purposes of illustration they are treated separately.
In the laboratory experiments, the Reynolds number (Re) for late-stage ejecta under a low density
atmosphere (P/Po < 0.2 where Po = density of air at STP) approaches unity; consequently, the drag
coefficient can be expressed by 24/Re. The dimensionless ratio of aerodynamic drag d to gravitational
forces g as given in Table 1 provides a meaningful scaling parameter (Schultz and Gault, 1979). When
the drag coefficient varies inversely with the Reynolds number, d/g simply depends on particle size (a),
particle density (8e), ejection velocity (ve), and viscosity of the atmosphere (j):

d/g - gtVe 2/8,ga2 (4a)
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dIg - I.LRv/5ea 2  (4b)

where ejection velocity for gravity-controlled flow under vacuum conditions has been replaced by

(gRv)1/2 with Rv representing the crater radius had it formed in a vacuum (see Post, 1974; Schultz and
Gault, 1979; Housen et al., 1983). Figure 9a applies this formulation for the data in Fig. 7 and reveals
that this approach largely accommodates the diverse target types. Figure 9b illustrates a wider range of
conditions but with two specific values of the Reynolds number resulting in a constant drag coefficient
for each set. The dimensionless scaling ratio d/g again is given in Table I with R, = Ve2
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-ig. 9a. Comparison of gas dynamic forces acting on various targets Fig. 9b. Data corrected for atmospheric pressure effects as a function
(inset) under different atmospheric conditions with of dimensionless drag for two constant values of the drag
gravitational forces g replaced by drag forces g in the n2 coefficient (same Reynolds number). Atmospheric density p

scaling parameter. Data are for impacts under lower is referenced to air while particle size and density have been
atmospheric densities resulting in a drag coefficient equal to referenced to values for pumice. Symbols represent different
24/Re for a Reynolds number R.. The pressure parameter is gas compositions (x = air, + = low-velocity helium, e =

shown on the lower axis with pressure P in bars, velocity v high-velocity helium, 0 = argon, 0 = carbon dioxide;
in km/s, and density 5, in g/cm 3 but in dimensionless form parentheses indicate 0.318 cm Al spheres with all others
along the upper axis. From Schultz (1992b). being 0.635 cm in diameter). Labels "Vt and s" distinguish

microspheres and sand, respectively, from unlabeled pumice
targets. From Schultz (1992b).

Alternatively, dynamic forces act on the ejecta curtain as if it were a thin, coherent plate. Deceleration of
such a plate from an initial velocity vo to v' over a distance X can be expressed analytically by the
following:

In (V'/V) = -1/2CDpXAJMc (5a)

where A, and Mc represent the area and mass of the curtain at a given stage of growth, which simplifies
to the following since Mc = 8cAcw for an ejecta curtain thickness w:

In (v'/Vo) =- 1/2CD(P/8c)(X/w) (5b)

This approach is clearly an oversimplification since the outward velocity of the curtain continuously
decreases and since curtain thickness continuously increases with time (stage of growth). Nevertheless, it
is easy to show that the velocity of the curtain decreases by only 80% during the last half (by mass) of
crater growth. A characteristic velocity should depend on the square root of both scale (crater radius Rv
had it formed in a vacuum) and gravity. Moreover, adopting a constant value for w should underestimate
the deceleration of the curtain. Equation (5b) now can be rewritten in terms of a smaller equivalent
gravity-controlled crater of radius Rv' corresponding to the terminal velocity of v'.

In (Rv/Rv) =- CD (P/Sc)(Rv/w) (6)
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where X has been replaced by R, with the assumption that the ratio of transient crater size to ejecta
curtain width is approximately constant. For an ejecta curtain with a constant ratio of R,/w = 300
(equivalent to the maximum thickness of 0.05 cm for a 30 cm-diameter crater), equation (6) predicts that
a one bar atmosphere of argon would reduce crater size by a factor of about 0.55 corresponding to a 5-fold
decrease in cratering efficiency, approximating values shown in Fig. 7. A comparable numerical model
of an outward-moving wall of ejecta of constant height and thickness where the curtain velocity decreases
as v(X/R) = vo(X/R)-2"5 results in cessation of growth (vo = 30 cm/s) at 0.7 R. This corresponds to a
3-fold decrease in cratering efficiency.

An ejecta curtain with Rv/w = 300 corresponds to a curtain only about 10 grains in width.
Consequently, effects of gas dynamic forces on both the particle and curtain scale can be understood
intuitively. The significance of viewing arrested crater growth in terms of gas dynamic forces acting on a
coherent (impermeable) sheet, however, is that even non-particulate targets such as water should display
significant atmospheric effects as observed by Gault and Soneu, 1982.

CONCLUDING REMARKS

The experiments cannot yet establish a firm quantitative basis for assessing the degree of crater size
reduction on planets with atmospheres. If crater growth is limited simply by drag acting on constituent
ejecta, then atmospheric effects should increase with both increasing atmospheric density and crater size
(ejection velocity at a given stage of crater growth) but decreasing ejecta size. If it is limited by forces
acting on the outward advance of the ejecta curtain (crater lip), then atmospheric effects may increase as
Rv1/2although considerable uncertainty remains. A more critical assessment of dynamic forces acting
on the ejecta curtain requires assessing the air flow and boundary conditions impinging on the curtain
during growth (Barnouin and Schultz, 1992).

The experiments nevertheless provide a different perspective for interpreting the unusual ejecta
morphologies and crater profiles in different planetary environments, as well as a starting point for
considering more suitable models and scaling relations. A first-order prediction for Venus is that crater
excavation will occur ballistically but the inclined ejecta curtain should evolve into a near-vertical wall
that collapses into a non-ballistic style of emplacement. The example in Fig. 1 reveals that the ejecta
deposits are completely confined to within a crater radius of the rim without secondary craters. Other
examples (Schultz, 1992a) establish that low-relief domes (300 m) as close as 0.25 R from the crater rim
are not overrun by ejecta. Instead such relief act as barriers for surface flow of ejecta. Both observations
are consistent with the atmosphere restricting the outward advance of ejecta.

Craters on Mars also allow testing the role of gas dynamic drag. The wide range of geologic processes
has resulted in a range of lithologies from competent bedrock to fine-grained airfall deposits (<100 in).
The dimensionless drag ratio predicts that aerodynamic forces in laboratory-scale experiments will be
comparable to a 10 km-diameter crater on Mars provided that a significant fraction of the ejecta is smaller
than a centimeter. The low atmospheric pressure (6 mb) on Mars, however, should result in minimal
static pressure effects. If gas dynamic forces limit crater growth, then the crater aspect ratio should be
different for different lithologies. In fact, crater depths in wind-sensitive substrates (that is, eolian
materials with a<50 g) are consistently and significantly deeper than crater depths in competent substrates
(lava plains) as shown in Schultz (1990). Such a result is consistent with the trends illustrated in Fig.
5b where the fine-grained eolian deposits exhibit a high angle of repose. The high crater rims and deeper
than expected floors on Venus (Phillips et al., 1991; Schultz, 1992a) are also consistent with the
expected effects from a dense atmosphere.
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ABSTRACT

All long-duration spacecraft, such as Space Station Freedom (SSF), are subject to impacts by

micrometeoroid and orbital debris (MM/OD) particles in low Earth orbit. The secondary effects of such

impacts on SSF was the subject of the Secondary Debris Impact Damage and Environment Study. The

primary objective was the assessment of possible damage to SSF hardware in the vicinity of large

surface areas impacted by typical MM/OD particles. Several SSF components were evaluated that

showed varying degrees of damage due to secondary ejecta. A comparison of the results from 450 and

600 MM/OD impacts revealed that penetration ejecta had greater damage potential at 450 and ricochet

ejecta had greater damage potential at 60'. The significant ricochet damage was concentrated within an

angle of 15' with respect to the primary target. The impact distribution data was evaluated further using

a previous math model. The comparison was inconclusive due to insufficient data within the bounds of

the model. Preliminary results of the study showed that secondary debris has the potential to penetrate

and induce some damage to SSF hardware. The failure of hardware due to the damage is unknown.

Further testing with larger MM/OD particle sizes and varying impact angles is recommended.

INTRODUCTION

In the modern space environment, MM/OD particles pose a serious threat to the survival of long-

duration spacecraft in low Earth orbit, such as SSF. The space station, as a design goal, is projected to

remain in orbit a minimum of 30 years, which means it is likely to see damaging MM/OD impacts in the

course of its orbital lifetime. Up to this point, shielding design evaluations have been based solely on the
threat of primary MM/OD impacts. With shielding designed to protect against initial impacts only, a
secondary debris impact theory has not been sufficiently developed for a design evaluation of SSF

hardware. The ongoing Secondary Debris Impact Damage and Environment Study (also known as the

Secondary Debris Study) is an attempt to further understand the damage capability of secondary debris.

IUnder Contract NAS 9-17900 with the National Aeronautics and Space Administration, Lyndon B.
Johnson Space Center (JSC).
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The main objective of the initial phase of the Secondary Debris Study was to assess the secondary debris
threat due to impacts on SSF hardware with large surface areas. The primary targets for this study were
therefore selected by size. Fach secondary target was chosen with respect to its proximity to a primary
target site, as well as its vulnerability to impacts.

The primary targets were simulated by flat plates of corresponding thicknesses to hardware design.
Actual hardware (test hardware, vendor samples, etc.) was used whenever available for secondary
targets. Flat plates of corresponding thickness and material were substituted when hardware was
unavailable.

TESTING DESCRIPTION AND PLANS

The hypervelocity impact (liVI) testing for this study was conducted in the llypervelocity Impact
Research Laboratory (l IRI,) at JSC. The .17 caliber and .50 caliber light gas guns were made available
for this test program. Therefore, the test articles were designed considering the limits of the vacuum
chamber for each gun.

The general setup consisted of a plate simulating the surface for the initial debris impact (referred to as
the primary target), with secondary targets simulating the secondary impact surfaces on SSF. The basic
test setup for this study is depicted in Fig. 1. The primary and secondary target materials and setup were
as representative of SSF hardware as constraints allowed. Particles were shot at the primary target at an
angle 0 measured from the normal to the target. For this test matrix, 0 was limited to angles of 45' and
600. Previous studies concluded that an angle 9 less than 60' yielded more penetration debris and an
angle 0 greater than 60' was more critical with respect to the amount of ricochet debris generated
(Schonberg and Taylor, 1988, 1989a, b).

Tw "-----

Z

i

!mpact

Impactagl
particle 0 --

V0
Ct

"Prmr targetI c

I I Secondary
penetration stseuY2target -- -

SI

SIWimness plate, 0-- -2

Fig. 1. Test setup.
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Also shown in Fig. I are the ricochet angles and angles of penetration, oce, (x99, YI. y2, E 1, and 02 . The
ricochet angles, acc and ot99, are symbols for the trajectory angle of the center of mass of the ricochet
fragments and the angle below which lies 99 percent of the ricochet fragments, respectively. The
penetration angles, y1 and y2, are the angular spread of the fragments which result from the primary
target plate and the impacting particle, respectively. Angles 1I and 02 denote the trajectory of the
center of mass of the primary target plate particles and the center of mass of the MM/OD particles after
impact, respectively.

The materials for the projectiles were chosen to best simulate OD and MM particles. An Al 2017-T3 ball
was chosen to represent an OD particle of constant density equal to 2.796 g/cc. The MM particle with a
density of 0.5 g/cc was simulated with a nylon ball. Test particle sizes were derived using Bumper,
which is a Fortran 77 code that simulates the MM/OD environment. The particle sizes from Bumper
were energy scaled to account for the lower velocities during testing. The energy scaled critical particle
size, which represents 10 OD impacts per year in a 10-year period, is approximately 0.3175 cm (1/8 in.).
The critical particle size, which represents 10 MM impacts per year in a 10-year period, is 1.89 cm
(3/4 in.). Due to the size of the MM particle being greater than current available testing capabilities, the
decision was made to start both OD and MM testing with the 1/8-in.-diamcter particle.

Table I illustrates the primary target hardware chosen for the Secondary Debris Study. The truss
structure, habitable modules with shielding, and the radiator panels are the largest metallic components
on SSF. The primary target data describes how each of the components was simulated in the test setup. It
should be noted that these targets were representative with respect to dimensions and materials for SSF.
For instance, the SSF truss structure varies in thickness and geometry throughout the design, but a
thickness of 0.635 cm (0.25 in.) was chosen as a typical representation.

Table I. Primary target materials and dimensions data

Primary target
hardware Primary target data

Truss member Al 2219-T851 plate, 0.25 in. thick, 6xl2 in2

Module bumper Al 606 1-T6 sheet, 0.05 in. thick, 6x10 in2

Radiator panel Hexcel honeycomb (CR-IIl-1/8-3.1-5052-0007), 0.01 in. Al 6061-T6 skin,
0.005 in. Z93 thermal coat, 5x5 in2

Table 2 lists the secondary target materials that were included in this study. The electrical power system
(EPS) orbital replaceable unit (ORU) box wall was simulated using the honeycomb sheet with the
specifications provided by work package 4. The fluid umbilical line was simulated with flexible
aluminum conduit provided by a vendor, as suggested by McDonnell Douglas-huntinglon Beach. The
aluminum conduit consists of aluminum rings formed into a hose-type covering. The electrical umbilical
cabling was simulated using individual cables provided by JSC, banded in bundles of seven cables and
double wrapped with 10 mil Teflon® overwrap. The Ku-band waveguide was simulated using actual
copper waveguide material provided by JSC and aluminum waveguide material purchased from a
recommended vendor. The aluminum waveguide material was acquired with the necessary hardware for
properties measurement.

Table 3 displays the test matrix for the study based upon the primary and secondary test articles. Before
final secondary target selection, each component was researched to determine probable secondary ejecta
threats and a final decision was made for each test setup.

The secondary targets were positioned behind and parallel to the primary target for perforation debris
and perpendicular at the end of the primary target for ricochet debris. Oblique impacts resuit in ricochet
debris, which spray onto the secondary target normal to the primary target. In addition. some of the SSF
hardware will encounter debris from the perforation of a primary target. The truss/fluid umbilicals setup
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was an example of a situation where the secondary target may see ricochet and/or perforation debris
from an impact on the primary target. Witness plates were placed behind all of the secondary targets to
catch any debris that penetrated or missed the secondary targets.

The data collection procedure included (i) before and after weight measurements to assess the amount of
ejecta collected in the test chamber that did not remain attached to the test article, (2) high-speed
photographic evaluation of primary debris particle velocity infonration, and (3) classification of damage
to secondary targets.

Table 2. Secondary target materials data

Secondary target
hardware Secondary target data

ORU boxes Al 7075-T73 face and back sheets (16 mils), Al honeycomb (5056-H39,
3/16 hexagonal cell), ORU contents simulated with thin Al sheet (ORUs
not pressurized, but units may contain pressurized hardware (batteries).)

Fluid umbilicals Cover material: Al flex hose Al 5052-H34 (6.0 in. inner diameter,
0.06 in. thickness)

Electrical umbilicals Cover material: Teflon® cverwrap, 0.022 in. (0.56 rmm) thickness
(used 2 layers of 0.01 in.), cables: #18 AWG 2 conductor unshielded
plenum cable non-conduit, 0.007 in. (0.18 mm) Fep Teflon® insulation,

0.01 in. (0.25 mm) Fep Teflon® jacket, 0.143 in. (3.632 cm) outer
diameter

SGS antenna waveguide Rectangular tubing, Al 6061 -T4 or T6, 0.04 in. (1.0 mm) with irodite and
(aluminum) epoxy coatings
SGS antenna waveguide Rectangular copper tubing, 0.04 in. thick
(copper)

Table 3. Secondary Debris Study test matrix

Shot number

Impact angle (deg)
45 I 3 5 7 9 II 13
60 2 4 6 8 10 12 14 15 16

Particle size (in.)
1/8 in. nylon X
1/8 in. AI X X X X X X X X

Test article
Truss/EPS ORU boxes X
Truss/fluid umbilicals X
Truss/electrical umbilicals X
Module/EPS ORU boxes X
Module/fluid umbilicals X
Module/electrical umbilicals X
Radiator/EPS ORU boxes X
Truss/waveguide (aluminum) X
Truss/waveguide (copper) X
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STUDY RESULTS

Both qualitative and quantitative results were documented for this study. For simplicity, the quantitative
data is tabulated in Tables 4, 5, and 6 and will be used for the qualitative discussion, as well as a
comparison with data collected in previous studies. These tables also present the results of the shots
completed and display the impact parameters for each shot, as well as the resultant damage
measurements (entry hole dimensions, trajectory angles, etc.).

Overall, the dimensions of the primary target entry holes (Dmax by Drain) "ere much larger than the
projected area of particles on the target. This result indicates that some of the primary target plate broke
away in the form of ricochet and penetration debris. The entry holes were elliptical in shape where the
elongation of the hole was in line with the particle trajectory.

Ricochet debris was found to impact secondary targets in the form of columns. At 0 = 450. these
columns are typically very definite and easy to observe. As 0 increases, the columns of debris spread
and become obscured with more evenly distributed debris. Also, more ricochet debt is is concentrated at
the intersection of the primary target plate and the secondary target plate. As a result, the greater portion
of the damage in the 600 tests was near the intersection of the targets, compared to the 450 tests.

Fluid Umbilicals

The flexible aluminum fluid umbilicals for SSF are positioned within the truss structure in the vicinity of
the module pattern, running from the utility trays to the modules. The fluid umbilicals may be subjected
to secondary ricochet debris from the module bumpers, as well as secondary ricochet and penetration
debris from the truss members.

Tests A 1534 and A 1537 impacted the module bumper at 0 = 45' and 0 = 600. respectively. The 45' test
produced a penetration of the module bumper. The ricochet particles produced some small perforations
of the aluminum conduit witr no noticeable impacts on the witness sheet inside the conduit. The 600 test
produced a penetration of the module bumper with greater damage to the aluminum condc.it. Perforations
were noted in the first eight rings of the conduit, of which the largest perforation was 2.0 nun in
diameter. The witness sheet inside the conduit showed several small impact craters ranging up to I mm
in diameter.

"Fable 4. Projectile and primary test data

HRI. Projectile Projectile Impact Primarv Fntrx
shot Projectile diameter Projectile velocity angle I'rimary thickness hole

numher type (cm) mass (g) (kins) (deg) material (mint tp/d (m1m)

A1534 Al 2017-43 0.319 0.047 6.42 45 Al 60661-T6 0.127 0.4 7.6'(9.0

A1537 A] 2017-T3 0.318 0).0)47 6.4 61) Al 6061-T6 0.127 0.4 7.5x 10.1

A 1544 Nylon 0.319 0.0198 6 610 Radiator 1.27 4.1) 7.7xl 1.7

A1577 Al 21)17-T3 0).319 0.047 6.44 45 Al 2219 0.635 2.01 8.3xW.8

Ai579 Al 20117-T3 0.318 0).047 6.5 601 Al 2219 0.615 2.)) 2.6"<2.9

A1597 Al 2017-T3 0.319 1.1147 6.16 60 Al 2219 1.635 2.) 2.3x4.1

A1617 Al 2017-T3 0.318 0).047 6.29 6() Al 2219 ).635 2.)) 3. x3 6

A1621 Al 2017-43 0.311 0(.047 6.15 61) Al 61)61-16 0.127 0.4 7.4,,)10. 1

A1624 Al 2017-T3 ).319 0.(047 6.34 45 Ai 2219 0.61S 2.0 7.9xg. I

A1625 A) 21017-T3 0.319 01.1047 6.35 45 Al 60661-T6 11.127 0.4 8.nXl).5

A1633 Al 2017-T3 0).1XI 11.047 6.21 45 Radiator 1.27 4.01 5.3x7.4

A1634 Al 2017-T3 0.318 01.0147 6.37 60 Radiator 1.27 4.0 4.8XX.8

A1639 Al 2017-T1 0.319 11.047 6.15 60 Al 2210 0. 563 2.0 2.1"x2.6

A 1639 Al 21017-T3 0.319 0.)0147 6.14 60) Al 6061-T6 I).127 0).4 l.0×1.6

A1641 Al 21)17-TI 0).31l 0.1)47 6.27 45 Al 2219 11635 2.0 7.4x110.2

A 1642 Al 2017-T3 0.119 0.047 6.24 45 Al 61)61-J6 0.127 104 7.9x9, 1
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Table 5. Penetration (back wall) target test data

uIRl. Back wall Number Maximum
ihot Spacing Back wall thickness of l1,k1 sizc Damage

number (cm) Sid material (cm) holes (mm) class

A1534 6.35 20 Fl.. UMB. 0.(64 80 2.7 E5& I
A 1537 6.35 21) FH. UMII. 0.064 55 2.5 ES/FI
A 1544 2.54 8 Al 6061 -T6 0..064 2 0.4 C4
A1577 2.54 8 FL. UMB. 0.161 1 6.8x 10.5 F`5
A1579 2.54 8 Fl,. UMB. 0.181 I 2.2x5.5 F5
A 1597 2.54 8 Al 6061 -T6 0.084 0) 0 F2
A 1617 5.08 16 H/C panel 0.635 FS: I FS:6.7x9.2 C4/CO

BS:O IIS:O.0
A 1621 5.08 16 Al 6061-T6 0.064 47 L.8W3.3 C5
A 1624 5.18 16 |IFC panel 0.635 FS:6 FS:5.5x6.5 C5/F4

BS: I BS:< 0.01
A 1625 , 5.08 16 Al 6061 -T6 0.160 6 2.0x3.5 C5
A1633 6.35 20 Al 6061 -T6 0.064 5 l.×X1.1 C4
A 1634 5.08 16 Al 6061 -T6 0.064 0 0 C2
A 1638 5.10 16 El,. UMB. 0.064 0 0 C0
A 1639 5.18 16 Al 6061 -T6 0.064 46 2.403.5 C5
AI641 10.16 16 El,. UMB./ 0.064 UMB. =0 Fl,. UMB. =0 F3

Al 6061-T6 WS = 0 WS=0
A 1642 10.16 32 Al 6061 -T6 0.064 91) 3.8x6.4 C5/F3

NOTE: FL. UMB. = fluid umbilical. H/C - honeycomb, F/S = H/C face sheet. B/S = H/C back sheet. El. UMB. = electrical
umbilical, and WS = witness sheet.

Table 6. Ricochet target test data

HIRI, Target Number Maximum
shot Spacing Target thickness of hole size Damage

number (cm) material (cm) holes (mm) class

A1534 13.3 FL.. UMB. 0.1613 56 0.7 C4
A1537 15.7 Fl,. UMB. 0.1613 115 L.8 C5
A1544 13.9 Cu waveguide 0.127 51) 1.4 C2
A1577 12.6 F.. UMB. 0.1613 52 1.8x2.5 C5
A1579 13.3 Fl.. 1MIB. 0.1613 56 0.7 C4
A 1597 14.9 Al waveguide 0,127 2W1) (0.19 C2
A 1617 13.4 H/C panel 0.635 FS:340+ FS: 1.4 C4

BS:0 BS:I)
A 1621 18.0 tl/C panel 0.635 FS:301)+ FS: 1.5 C4

ltS:() IIS:0
A1624 13.8 lI/C panel 0.635 FS:50+ FS:0.6 C4

BS:0 IIS:)
A1625 13.5 il/C panel 0.635 FS: 10 FS:0.5 C4

IBS:0 BS:(
A 1633 7.3 HI/C panel 0.635 FS:5 FS:I.4 C4

IBS:10 IIS:

A 1614 8.05 H/C panel 0.635 FS: 125 FS: 1.2 C4
BS:O IIS:0

A 1638 15.3 FL. I MIB./ 0.0)64 Multiple 1.9 C4
Al 6061 -T6

A 1639 11.5 FL. UIMB./ 0.064 7 1.9 C4
Al 6061 -T6

A 1641 14.6 L.. UMB./ 0.064 7 0.5 C4
Al 6061-T6

A 1642 13.4 •.1 . tIMI)./ 0.064 6 0.6 C5
Al 6061JT6



The truss primary target plates ejected more debris thani did the thiiinci module bunmpci plates. In truss
tests A1577 and A1579 (09 = 450 and 0- = 600, respectively), the truss member was penetrated,
producing penetration products and spall off the back of the plate. The ricochet debris from the tests
produced numerous pel forations of the conduit, up to 2.5 mm in diameter. The 600 test again showed the
impacts concentrated near the base of the secondary target. Negligible damage was done to the witness
sheets inside the conduit. The secondary penetration targets were completely penetrated in several
places. In the 45' test, nine large perforations within a 10.5- by 6.8-mm area were seen on the
penetration umbilical, which peeled inward five rings of the conduit. The witness sheet showed several
dimples, but no penetrations. The underside of the truss plate in this test had a large ring of detached
spall with dimensions 1.8 by 1.6 cm (hole size equal to 1.4 by 1.3 cm). This size is much larger than the
dimensions of the entry hole, so it can be deduced that the primary target plate contributed a large
amount of debris to the damage. The 600 test showed one perforation of the penetration target (6.0 by
2.3 mm across) that peeled the surrounding area inward. The underside of the truss plate showed
partially detached spall, which contributed to the secondary debris. Witness sheet damage was limited to
some small impact craters.

In sumnmary, the witness sheets received damage in the form of dimples or craters. This is not conclusive
evidence of failure of the fluid lines.

Electrical Umbilicals

The electrical umbilicals for SSF are positioned similar to the fluid umbilicals and are subject to similar
threats from secondary debris. The electrical umbilicals may be subjected to secondary ricochet debris
from the module bumpers, as well as secondary ricochet and penetration debris from the truss members.
The wire bundles for this study, simulating the electrical umbilicals, were positioned parallel and
perpendicular to the bumper plate for ricochet debris and parallel and along the line of the particle
trajectory for the penetration debris.

Tests A1641 and A 1638 impacted the truss plates at E = 45°and E = 60', respectively. Test A1641
produced a penetration of the truss plate and showed several large perforations of the Teflon® tape for
the penetration bundle. Resistance tests before and after showed no change in the condition of the wires.
The ricochet bundle in this test showed some impacts on the Teflon® tape, but no penetrations and no
change in resistance. Test A 1638 showed more damage to the ricochet bundle than did test A 1641. The
Teflon® tape separated from the electrical cables in the middle of the bundle, where the insulation broke
in three places. Resistance tests again showed no change. The penetration bundle in test A 1638 was
missed by the penetration debris; therefore, no data was obtained.

Tests A1642 and A1639 impacted and penetrated the module bumper at 0 = 450 and 9 = 60',
respectively. The 450 test showed impacts on the Teflon® tape, but no penetrations were noted. The 60'
test produced damage to the Teflon® tape, causing it to break loose from the bundle. Insulation breaks
occurred in two wires, but there was no change in the resistance.

The breaks in the insulation showed no effect with respect to the resistance measurements of the cables.
Itowever, the breaks in the insulation could result in a short circuit if the damage were extensive enough.
The cables were not live when tested, which would be required to test for this type of damage to the
cables.

I-PS OR(I Boxes

The FEPS ORU boxes are positioned at numerous points within the truss structure along the length of the
space station. They are unpressurized, but the boxes may contain pressurized hardware such as batteries.
The O)RUs will be subjected to possible secondary ricochet debris from the truss members, the module
bumpers. and the radiators, as well as penetration debris from the truss members.

In test A 1624. impacted at 0 = 45'. the truss plate had a neat ring of detached spall (16.0 by 16.1 mm
across) surrounding the penetration hole, which was 7.9 by 8.3 mm across. The damage to the
penetration ORI! plate consisted of six separate perforations of the face sheet (maximum size was 2.0 by
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3.5 mm across) and a large dent in the back face, which emitted light through the crack. This was not
considered a failure since the ORU box was not pressurized. The ricochet ORU damage was limited,
compared to the penetration damage, with about 50 perforations ranging from 0. 1 to 0.6 mm in diameter
on the face sheet of the ORU panel.

In test A 1617, the truss plate was impacted at e = 600, creating a penetration hole 3.1 by 3.6 mm across.
The spall on the back side of the plate was partially detached and broke off in one large chunk, which
lodged in the ORIJ panel. No damage was done to the back face of the ORU. The ricochet plate in this
test saw much more damage than in test A 1624, with much larger perforations (0. 1 to 1.4 mm across).

Test A 1625 impacted the module bumper at 0 = 450, creating a 9.6- by 10.9-amm hole in the bumper
material. The ricochet debris resulted in 10 perforations (up to 0.5 mm across) of the ORU face sheet.

Test A1621 impacted the module bumper at O = 60' with a penetration hole 7.4 by 10.1 mm across. The
ORU face sheet showed over 300 perforations from ricochet debris, with the diameter ranging from 0. i
to 1.5 mm. As in the truss 600 shot, there were a few dents on the back side of the ricochet ORU panel.

Tests A 1633 and A 1634 impacted the radiator panels at e = 450 and 0 = 600, respectively. Test A1633
showed very little ricochet damage, with five perforations of the ORU face sheet less than 0.4 mm
across. No damage was done to the ORU back face. In test A 1634, the ricochet panel sustained over 125
perforations, with one penetration of the ORU face sheet (0.5 mm across).

Overall the ORU panels showed only surface damage to the face sheets and minimal damage to the back
face. No evidence of failure due to secondary debris was found in this study.

Wave.guide

The Ku-band waveguide for SSF is positioned on the Ku-band antenna boom on the top, front of the
truss structure. The waveguide may be subjected to secondary ricochet debris from the truss structure or
the radiators. The antenna boom in the test was modeled to show any further secondary debris effects.
Two tests were completed for the waveguide at 0 = 600. A section of copper waveguide was paired with
a radiator panel, impacted by a nylon particle, in test A 1544. An aluminum waveguide with flanges was
coupled with a truss plate, impacted by an aluminum particle, in test A 1597. The aluminum waveguide
was measured for wave properties before and after the impact testing. In both tests, the waveguide was
placed in the ricochet target position at a standoff of 6 in. from the impact site.

In test A 1544, the copper waveguide showed no perforations but many small craters (0.1 to 0.8 mm
across) within an impact area 2.5 by 7.0 cm on and around the waveguide. The damage was considered
negligible based upon the results of test A 1597. There are two possible reasons for the small amount of
damage on the copper waveguide. First, a nylon particle disintegrates on impact. Second, the radiator
panels produce small ricochet particles since they have fairly thin face sheets, 0.0254 cm (0.01 in.) thick,
and most of the ricochet debris is from the face sheet.

In test A 1597, the waveguide was found to be perforated in 12 places (0. 1 to 2.0 mm across) within an
impact area of 11.5 by 11.8 cm on and around the waveguide. There were many craters, which made
dimples on the inner surface of the waveguide, ranging in diameter from 0. 1 to 1.7 amm. The damage was
more severe than in test A 1544 due to the aluminum versus nylon particle, as well as the primary target.
The radiator panels produced less ricochet debris than did the truss plates due to the thin face sheets.
Most of the debris from the radiator panels traveled out the back of the panel. Although the waveguide
sustained concentrated perforations, antenna performance was not seriously affected in comparison to
before the IIVI test.

THEORETICAL COMPARISON

A review of the available results from previous studies provided some insight into the expected study
results, as well as equations for deriving the penetration and impact angles described earlier in this paper.
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First, a review of the available sources gave a set of conclusions that were compared with the test results
from this study. The previous findings are as follows:

(1) There is a critical angle of obliquity for ricochet debris (600 < E < 650). Projectiles with 0 less
than the critical angle produce greater damage to the interior walls behind the primary plate.
Projectiles with 0 greater than the critical angle generate more ricochet debris, resulting in greater
damage to ricochet targets.

(2) The most serious ricochet damage was found to occur within an angle of oc = 15. pect to
the plane of the primary plate.

(3) The damage potential of ricochet debris is difficult to extrapolate from existing data due to
coupling effects of ricochet particle size and velocity.

The objectives of this study did not provide enough data to investigate the first statement completely.
However, as 0 increased from 450 to 600, the amount of ricochet damage increased. The results of this
study showed agreement with statement 2. At the higher angle of 0 = 60', the worst ricochet damage
was concentrated at a low angle of cx < 15'. For 0 = 450, the results were inconclusive since the damage
due to ricochet debris is reduced. The third statement is obvious based upon the complexity of the
MM/OD problem and the variables involved.

The available literature provided three sets of related equations for predicting the penetration and
ricochet angles of secondary debris from aluminum impacts on aluminum plates. The three sets were
derived during sequential studies conducted at Marshall Space Flight Center (MSFC). The third set is
considered the best for use in this comparison. All of the equations had roughly the same qualifying
parameters, with respect to primary plate thickness (ts), impact velocity (V), and obliquity (0). This set
of parameters eliminated all but shots A1534, A1537, A1621, A1625, A1639, and A1642 for the module
bumper. The set of equations for predicting Dmin, Dmax, occ, ot99, 71, y2, 01, and 02, which were used
for comparison with the study data, came from Schonberg and Taylor (1989b).

Dmin/d = 2.825 (V/C)^1.043 (cos 6)A0.283 (ts/d)AO.782 + 1.01 00 < 0 < 750 (1)

Dmax/d = 1.25 (V/C)AO.851 eA1.064 0 (ts/d)AO.672 + 1.4 0° < 0 < 750 (2)

01/0 = 0.184 (V/C)AO.29 (cos )Al^.372 (ts/d)A-0.488 450 < 0 < 750 (3)

62/0 = 0.49 (V/C)A-0.056 (cos 0)A0.909 (ts/d)A-0.626 300 < 0< 750 (4)

xc/IO = 0.033 (V/C)AO.982 (sin O)A-3.215 (ts/d)A^0.531 450 < 0 < 750 (5)

cx99/O = 0.194 (V/C)^0.39 (sin O)A- 1.874 (ts/d)A-0.235 450 < 0 < 750 (6)

Yl/0 = 0.417 (V/C)AO.228 (cos 0)"0.225 (ts/d)A-0.491 450 < 0 < 750 (7)

y2/O = 2.539 (V/C)A1.217 (cos E)A2.972 (ts/d)AO.296 300 < 0 < 650 (8)

Where:
d = impacting particle diameter
C = speed of sound in primary target material
V = impacting particle velocity
ts= thickness of primary target plate

The equations above are valid for 0.0853 < ts/d < 0.4278 and 5 < V < 8 km/s.

Table 7 shows the results of the equations along with the test data. The percentage difference
calculations shoý% that the correlation with previous theory is not very good. However, this could be due
to several factors. First, the measurements cin be affected by who is recording the data and the
methodology used. This was especially apparent with the angle occ, which varied depending on the data
analyst and the measurement approach. The correct assessment for cxc would be to measure each crater
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Table 7a. Dmin and Dmax comparison

Dmin (cm) Dmax (cm)
Shot 0

number (deg) Test MSFC equation Difference (%) Test MSFC equation Difference (%)

A1534 45 0.76 0.86 -11.63 .9 1.038 -13.8
A1537 60 0.75 0.777 -3.47 1.01 1.234 -22.4
A1621 60 0.74 0.758 -2.37 1.01 1.208 -19.8
A1625 45 0.8 0.820 -2.0 .95 1.033 -8.3
A 1639 60 0.74 0.758 -1.8 1.02 1.206 -18.6
A1642 45 0.79 0.811 -2.1 .91 1.024 -11.4

Table 7b. kc: and 099 comparison

ac (deg) x99 (deg)
Shot E9

number (deg) Test MSFC equation Difference (%) Test MSFC equation Difference (%)

A1534 45 23.5 9.23 154.6 41 22.68 80.7
A 1537 60 11.0 6.39 72.4 38 20.65 84.02
A1621 60 12.0 6.15 95.12 32 20.34 57.32
A1625 45 18.5 9.13 102.6 42 22.58 86.1
A1639 60 14.0 6.14 128.01 41 20.32 101.7
A 1642 45 20.0 8.97 122.9 46 22.43 105.08

Table 7c. y1 and y2 comparison

y1 (deg) y2 (deg)
Shot E9

number (deg) Test MSFC equation Difference (%) Test MSFC equation Difference(%)

A1534 45 31 28.69 8.05 16 41.15 -61.12
A1537 60 21 35.35 -40.59 29 19.52 48.56
A1621 60 76 35.03 116.9 2 18.59 -89.24
A1625 45 69 28.61 141.17 31 40.61 -23.66
A1639 60 70 35.02 99.88 14 18.55 -24.53
A1642 45 63 28.5 121.05 29 39.75 -27.04

Table 7d. E91 and 02 comparison

091 (deg) 92 (deg)
Shot E9

number (deg) Test MSFC equation Difference (%) Test MSFC equation Difference (%)

A1534 45 9 8.6 4.65 38 28.18 34.8
A1537 60 10 7.12 40.45 35 27.43 27.59
A1621 60 59 7.04 738.1 77 27.5 180
A1625 45 35 8.58 307.9 62 28.21 119.78
A1639 60 41 7.04 482.4 58 27.5 110.9
A1642 45 29 8.53 239.97 52 28.24 84.13
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dimension and location to find the center of mass. However, due to time and measurement capabilities,
ctc was estimated as the angle for half the distance from the lowest point of damage on the secondary
target to the location of maximum damage. Another possible reason for differences between theory and
test is the positioning and shape of the test articles. The test program was meant to simulate actual SSF
hardware. Hardly any of these objects were simple, flat plates as in the previous studies. For instance, the
fluid umbilicals were 6-in. cylinders. This complicates the data somewhat, which may contribute to the
lack of correlation between the theory and test data.

CONCLUSIONS AND RECOMMENDATIONS

Thus far, no catastrophic or complete failures, due to secondary debris impacts, have been seen for any
of the hardware evaluated in this study. Based upon the preliminary test parameter analysis. larger
particles will be seen on-orbit than were used in the latest tests. Therefore, further testing with larger
particles is recommended, especially for the umbilicals and ORU boxes, which did show possible
impacts to the internal hardware (fluid lines, cables, and batteries). This study also looked at the
minimum critical angle for ricochet debris. Further evaluation of higher impact angles, such as 70', may
be beneficial.

As far as the comparison with previous theory, this study did not provide enough usable data for an
effective comparison. The data that was available did not correlate very well. Several possible reasons
for the lack of correlation were discussed. Some additional work in this area may be beneficial,
especially if it expands the theory to include thicknesses that cover the range of the truss members.

FUTURE WORK

Continuing work for the Secondary Debris Impact Damage and Environment Study will include:

(1) Additional testing at higher obliquities and with larger particles

(2) Continued testing with further SSF hardware

(3) A test program to evaluate and quantify secondary debris flux around the truss structure, module
pattern, and radiators.
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ABSTRACT

Five different small particle capture cell designs were evaluated for their ability to capture fragments and residue from
10-200 gim diameter glass projectiles and oblong olivine crystals impacting at 1-15 km/s in sufficient quantity for
chemical and isotopic analyses. Aluminum multi-foils (0.1-100 gim thick with -10, 100 and 1800 gim spacing), foil
covered germanium crystals, and 0.50 and 0.120 g/cm 3 Aerogels, were positioned behind either multi-film (1.4-6.0
gm thick) polyvinylidene fluoride (PVDF) velocity/trajectory sensor devices or a simple wire-grid plasma velocity
detector. All capture cells collected significant amounts of impactor debris behind the PVDF sensors from nominal
100 jim diameter glass projectiles and olivine crystals which struck the sensor at velocities up to 6.4 km/s. At
velocities >8 km/s little or no debris penetrated the second PVDF film. Results were inconclusive for velocities
between 6.5 and 8 km/s. Plasma detector results showed identifiable impactor residue on Al foils for velocities up to
8.7 km/s and impact tracks with apparent debris imbedded in the Aerogels for velocities up to 12.7 knms. Maximum
foil penetration of glass spheres and olivine crystals were the same, but more particulate debris was associated with
olivine crystal ipacts versus glass impacts. Foil spacing beyond one particle diameter had no effect on total
penetration. Aerogels are identified as a capture cell media that warrants further investigation. The Al multi-foil
capture cell with 100 jim net spacers is identified as the most effective of the other designs and offers the advantages
of compact structure, low secondary ejecta from impacts, and easy recovery of impactor debris for analysis.

INTRODUCTION

As part of a continuing effort to develop cosmic dust detectors/collectors for use in space, we performed a set of
hypervelocity impact experiments on combined sensor/capture-cell assemblies using 10-200 jm diameter glass
projectiles and olivine crystals at velocities of 0.9-14.4 km/s. The design objective of the space-flight instrument is to
measure the trajectories of individual particles with sufficient accuracy to permit identification of their parent bodies
and to capture enough impactor material to allow chemical and isotopic analyses of samples returned to earth. In this
study we report on the morphology of impacts in various types of capture cells after passage through two PVDF
sensor films. We identified impactor fragments in selected capture cells from impacts at velocities up to 6.4 km/s
using scanning electron microscopy with energy dispersive spectroscopy (SEM/EDS) and report qualitatively on
chemical fractionation of selected soda-lime glass impactor fragments.

EXPERIMENTAL

Dust Accelerators
Two hypervelocity launchers were used in this study. The plasma gun facility at the Technical University of Munich
is fully described by Igenbergs et al., (1987) and Hudepohl et al., (1989). Nominal 100 jim diameter soda-lime glass
projectiles used in this study were highly eroded, partially melted, and sometimes fused by the 100 km/s high
temperature He plasma that drag accelerated them. We recorded a maximum velocity of 14.4 km/s for an -175 jm
glass projectile using this gun. Impactor size was determined by measuring the penetration hole above an impact site
in an ultra-thin (-500A) organic polymer film (trade named "VYNS") that was mounted 0.64 cm ahead of the first
detector film. Projectile sizes could also be estimated from the detector signals and/or the penetration hole in the first
PVDF sensor film. This study and past studies have established the relationship between particle mass/velocity and
the signal generated by its impact into the detectors (Simpson et al., 1989a; Tuzzolino, 1991, 1992). These same
studies, along with more recent work by Horz et al., (1991) on teflon films, have also shown that a penetration hole
to impactor diameter ratio (Dh/Dp) of <1.2 is expected for systems with an impactor/film-thickness ratio (DplTf)
>20:1, and a Dh/Dp of -1.0 is expected for penetrations in the 500A polymer film where Dp/Tf>200 for projectiles
>10 jim in diameter. Thus, post experimental analysis of detector signals and/or penetration holes provided
moderately accurate projectile sizes for many impactors.

The second launcher used in this study was a two stage light gas gun at the Johnson Space Center (JSC) is described
by Horz (1989). A "shotgun" technique was used to launch 100 jm diameter glass beads and rectangular olivine
crystals (maximum dimensions 105 to 125 jim) at 6-7 km/s. Particles were placed in a precision bored hole in the end
of an assembled 4-piece sabot and held in place with bits of styrofoam. Out of -100 particles launched, 1 to 7 struck
the target at essentially the same velocity (measured by detection of impact flash and/or sabot velocity).

6Kl
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All reported velocities are for impacts into the first PVDF film. A velocity reduction of 0-20% for most impactors that
penetrated the first film was observed by measuring the time-of-flight of the particle (or fragments) between the first
and second PVDF films. In a few cases, greater velocity reductions (and even velocity increases) were observed for
some impactor fragments. Several shots were made into three film sensors in order to observe the effect of the
second sensor film on impactor velocity. Target assemblies were positioned normal to the beam line in all
experiments except two, where olivine crystals were shot into targets positioned 450 from normal.

Sensor/Capture-Cell Assemblies

The five types of capture cells evaluated are shown in Figs. la-e. All cells used the same type of 2.3 x (10 x 10) cm
aluminum cassette holder to mount the target assemblies. Four of the five capture cell designs were based on flight
hardware onboard the Solar Maximum satellite or the Long Duration Exposure Facility (LrPF). The successful
recovery of impactor residue in the multi-layer thermal blankets retrieved from Solar Max (Schramm et al.. 1986;
Laurance and Brownlee, 1986; Bradley et al., 1986; Warren et al., 1989) led to the choice of aluminum foil multi-
layer "blanket" type capture cells with either 100 JIm thick dacron net spacers, or no spacers, between thin (3-8 Aim)
Al foils mounted on a 25 am thick Al foil. Another multi-foil design incorporating Al films from 0.1 to 100 Aim thick
with an interfoil spacing of 1.8 mm was based on the capture cell design flown by McDonnell et al., (1984; 1990).
Typical foil stacks had a 0.1 or 0.3 pm foil on top for event registration, followed by one to four 1.0 and/or 3.0 jAm
foils, which were then followed by several 8 Aim foils and one or two 25 tim and 100 AIm foils. The effect of foil
thickness order was investigated by varying the number and order of the 3 and 8 A±m foils. Foils < 3jim thickness
were made by physical vapor deposition of Al on Ni support grids. Other foils were high purity cold rolled Al.

Mounted foils were scanned on a light box and any background pin holes were marked on the foil surface for 8-100
Aim thick foils, or on a plastic mm reference grid overlay for the thinner, 0.1-3.0 Am, foils. Average pinhole (>-5
tim) counts for all foils were less than 2/cm 2. After exposure to the hypervelocity particle beam, the foils were again

viewed on the light box and all new holes were noted in color codes on plastic grid overlays. This system was
capable of easily identifying and recording locations of 10 Am diameter holes in the opaque Al films with the unaided
eye. It was also used to view the PVDF sensor films.

A fourth capture cell design was based on our own foil-covered (200 Aim spacing) germanium crystal wafer capture
cell that also flew on the LDEF (Jessberger et al., 1985; Fechtig et al., 1987; Amari et al., 1991). A metal coated, 2
lAm thick Mylar film used in the original design to cover 0.5 mm thick Ge crystals was replaced by either a 0.1 or 1.0
jim thick aluminum foil in this series of experiments. All of the capture cell surfaces in these four designs could be
accessed easily and inserted directly into analytical instruments such as optical and scanning electron microscopes
(SEM) and secondary ion mass spectrometers (SIMS) without pre-treatment of the impacted area.
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Fig. 1. Five capture cell designs. (a) "OS" multi-foil capture cell, 1.8 mm foil spacing,
showing position of 2-film PVDF trajectory/velocity sensor, VYNS registration
film, and effective debris dispersion angle 10l. (b) "CS-I" multi-foil capture
cell, 10-20 Am foil spacing, showing position of wire grid plasma detector.
(c) "CS-2" multi-foil capture cell with 100 Aim thick dacron net spacers.
(d) "Ge" capture cell with cover foil. (e) Aerogel capture cell with Al cover foil.



A fifth capture cell design consisted of either a 12 or a 25 mm thick slab of Aerogel (50 and 120 mg/cmi.
respectively) preceded by one thin (<1 mim) Al foil (1-2 mm separation) for hole registration and plasma generation.
Impact damage was photo-documented using optical microscopy. Only four shots were made with these capture cells
mated to PVDF detectors, and the results were inconclusive. However, fourteen correlated impact events with
Aerogel capture cells behind the plasma detector were recorded. After photographic documentation, the Aerogel- 120
samples were returned to JSC, and the Aerogel-50 samples were returned to the Jet Propulsion Laboratory JPL).
where selected particle fragments were extracted and analyzed. The results were included in larger studies reported by
Zolensky et al., (1990) and Tsou et al., (19%), respectively, and agreed well with other studies that showed retention
of some crystalline structure and most impactor mass at velocities up to -7 km/s (Tsou et al., 1989a, b. Zolenski et
al., 1989: Bunch er al., 1990-; Barret and Zolenski, 1991) Apparent (optical microscopy) retention of impactor debris
in Aerogel at velocities up to 12.7 km/s was observed in this study, but not confirmed.

A two stage thin film PVDF particle trajectory/velocity sensor developed and tested by our co-investigators at the
University of Chicago was evaluated with the fivc types of capture cells. (A single film version of this dust-
O'etector/mass-analyzer has successfully flown on the two USSR Vega spacecraft which encountered comet Halley in
March, 1986 [see Fcrkins et al., 1985; Simpson et al., 1987a, b, 1989b1.) Tuzzolino (1991, 1992) has reported
results of the trajectory/velocity detector portion of the current study. The sensors function by detecting penetrations
of electrically active thin PVDF or PVDF-copolymer films. The experimental devices consisted of 2 or 3 frame
mounted (0xlO cm with 8x8 cm active area) PVDF films with 10-15 cm spacing. The final PVDF film was 5 mm
above the capture cell surface. Some of the PVDF films had 1 mm wide, electronically distinguishable strip
electrodes deposited at 90' angles on opposite sides. This allowed accurate assessment (1-3 mm) of the x.y
coordinates of an impact and represented a true velocity-trajectory sensor arrangement. The sensor films varied in
thickness from 1.4 to 6.0 gim and the effects of their thickness on particle fragmentation and total film penetration
were observed. The initial shock loads resulted in varying degrees of impactor fragmentation. An attempt was made
to minimize the shock load on fragments that survived penetration of the two PVDF films by placing several very thin
Al foils (0.1-1.0 gim) ahead of thicker (3-25 lgm) foils in the capture cells. In two experiments a 0.3 gim thick Al film
was placed 1.7 cm behind the first PVDF film to register initial particle fragmentation and capture impactor debris.

A simple wire grid plasma-type velocity detector (Iglseder and Igenbergs, 1987) constructed and operated by the
Munich plasma-gun staff, and a flash detector operated by the JSC gun staff were used in several tests in order to
observe the performance of capture cells on unfragmented projectiles. Impactor sizes in plasma gun shots were
determined by measuring the penetration hole sizes in a -500A thick polymer film positioned in front of the detector
grid, or estimated using the associated penetration holes in the first capture cell foil and the plasma detector signals.
Impactor sizes in the JSC light gas gun shots were assumed to be the same as launched particles.

Imnact Analyses

All impact sites were examined with an optical microscope. Representative impacts that had well correlated electronic
test data from the PVDF sensors were selected for SEM/EDS analysis using a JEOL JSM-840A SEM equipped with a
Tracor/Northern EDS with two dimensional, 8-element x-ray mapping capability. The effects of intermixing of
capture cell and impactor materials were minimized by using high purity Al and Ge target materials. Impact treas on
Al foils were cut out using a 2.5 cm dia. ring mount for SEM analysis. Ge crystal wafers were inserted directly into
the instrument. This is a significant advantage since samples are available for immediate analyses upon return from
orbit. The major disadvantage to these types of capture cells is the high specific shock imparted to the small particles.
especially into the Ge target, which results in the loss of most structural information and may cause chemical, and
possibly isotopic, fractionation, as well as intermixing of capture cell materials with projectile material. X-ray maps
of Na, Mg, Si, and Ca concentrations were recorded at 300X magnification over selected impact areas around
penetration holes and craters. This allowed identification of -2 gtm size particles that had higher than background
concentrations of any or all of these elements. Processing of the x-ray maps allowed identification of glass and
olivine projectile debris and relative element abundances. This technique was extremely useful in identifying debris
deposits and segregating them from target debris and artifacts. It was apparent throughout the SEMIEDS
analyses that debris morphology alone could not be used to accurately distinguish impactor debris
from target debris. Several examples of this point are presented in the next section. Elemental line intensity ratios
were used to verify the presence or absence of edge effects in the x-ray spectra that may have led to misidentification
of debris liners. The automated mapping was augmented by extensive viewing and x-ray spot and area analyses at
higher magnifications and lower beam voltages. However, very thin deposits r. material (<100 nm), such as light
vapor condensates, would not be identified by these techniques. Our past experience has shown that when sufficient
material exists to allow identification with EDS, there is ample material for isotopic analyses using SIMS.

The extent of chemical fractionation of impactors is addressed qualitatively in this study, a limitation due to the
inherent heterogeneity of the glass projectiles used in most experiments. Results from quantitative EDS analyses of
five nominal 100 g.m diameter soda lime glass beads randomly selected from the batch used as projectiles, and for a
melt residue of a projectile found in an Al foil stack after a 2.74 km/s impact, are shown in Table 1. Quantitative
analyses of olivine crystals and residues have not been performed at this time. (Major elements in the olN ine crystals
were 0, Mg and Si.) NBS standard glasses 107 and 108 (basalts), 202 (labradorite), 217 (Sr feldspar), 218
(celsian), 242 (uvite), and 620 (soda lime glass) were used for instrument calibration.

Penetration hole diameters (Dh) and foil thicknesses (Tf) were used to estimate the apparent diameters (Dp) of major
impactor fragments that penetrated various capture-cell foils using the Dh/Tf versus Dp/Tf relations developed by
Carey et al. (1987), and empirically quantified by Horz et al. (1991) for glass/Al and glass/teflon impactor/target
systems. Mean diameters for oval holes were calculated using the relation: Dh = I(da)(db)l 1/2 where da and db are
the major and minor axes. Masses were calculated from Dp values using a density value of 2.6 g/cm 3 for the glass.



6856 C G si NIfo\

Table 1. Quantitative EDS analyses of five nominal 100 g±m soda-lime glass projectiles
before launch and an impactor melt residue after a 2.74 km/sec impact.

Tb % concentration in unlaunched proiectiles % conc. in melt residue
CompQund (KL 2L 3 !L -5- Average from 2.74 km/sec impai
SiO2  2590 79.6 69.7 76.4 76.4 75.5 75.5 ±3.60 78.9
AL203 3250 1.12 4.96 0.67 0.97 1.27 1.80-±1.78 7.27
MgO 3870 4.04 4.01 3.82 4.47 4.24 4.13±0.24 2.70
CaO 3120 7.57 7.78 8.56 8.69 8.45 8.21±0.50 7.37
Na20 1550 (sub) 676 IQ.7 9M 2M. 921a 915±1.47 2.91
Total 99.1 97.2 98.9 99.6 99.2 98.8 99.2

RESULTS

Impact sites whose geographic locations were matched to impactor velocity/size data with high confidence were
considered correlated events. A total of 93 shots produced a total of 75 correlated impacts at velocities of 0.9 to 14.4
km/s. Individual experimental conditions and capture cell results for correlated impac'.rs are listed in Table 2 in order
of increasing impactor velocity under each sensor/capture-cell category. Analytical results are described below for
four representative impact events: two impacts of nominal 100 gim glass particles in OS type capture cells (1.8 mm foil
spacing) positioned behind two-film PVDF sensors at velocities of 2.7 and 4.8 kn/s, and one similar impact behind a
three-film PVDF sensor at 6.4 km/s; and one set of olivine crystal impacts into a CS-2 type capture cell (100 ýiLm foil
spacing) positioned behind a simulated two-film PVDF sensor (1.5 g.m thicr: Mylar films were substituted for active
PVDF films) at 6.2 km/s and a 450 angle.

All impactors fragmented during the multiple shock impact events experienced in multi-film sensor/capture-cell
assemblies. Significant amounts of impactor debris in the form of melted and embedded globs and spatters and partial
melt rims around holes and craters in most foils, were observed for impacts at velocities _<6.4 km/s. The only verified
intact capture of impactors was observed in A-120 and A-50 cells beh;nd the plasma detector at velocities :s3.5 kL/s.
Intact capture of similar size particles and/or large fragments at velocities up to 7 km/s has been reported by Tsou et
al., (1988, 1989, 1990) and Zolenski etal., (1989, 1990), and indeed there appeared to be well defined particles at
the end of Aerogel tracks at velocities up to 12.7 km/s in o,,r experiments. Six shots were performed on
PVDF/Aerogel assemblies in this study, but results were inconclIt sive due to the difficulty in identifying small glass
and olivine fragments in the Aerogel matrix. Colored projectiles could mitigate this problem in future studies.

Two major criteria were of interest in evaluating multi-foil capture cell performance as it related to the survival and
subsequent identification of impactor debris: [I1 the effective debris dispersion angle, £. and [2] the total (cumulative)
foil penetration, Ft = ,•Fi (where Fi is Al or PVDF foil thickness). £2 for the mixture of target/impactor fragments
exiting the second PVDF film was determined using the formula tan£2 = V/2B where ¥ equals the maximum dimension
of the impact affected area on the first Al foil in the capture cell and B equals the distance from the first PVDF film to
the first capture cell foil (see Q2 illustrated in Fig. Ia). This angle describes the dispersion of surviving impactor
fragments and vaporized material and is directly related to the practical ability to locate these materials for analysis.

£2 values are not directly comparable to dispersion angles determined in one film penetration studies since two PVDF
films were penetrated and the large standoff distance between the first and second sensor films (10-15 cm compared to
the 0.01 cm diameter projectiles) precluded observation of impact induced damage from the spray of very fine
particles associated with fragmented hypervelocity projectiles. £2 values for debris clouds ranged from 0.60 to 5.00,
with a mean of 2.5' ± 1.4' for normal impacts in the 0.9 to 7.7 kmis range (Table 2, Fig. 2). Four olivine particle
impacts at 450 (shot 454) had £2 values of 0.60 to 3.5', with a mean of 1.7' ± 1.30. At velocities >8 km/s, very little
impactor debris reached the captu,'e - Us after penetrating two PVDF sensor films.

Multi-Foil Capture Cell Penetration Results

Impactor fragments that survived penetration of the two PVDF films fragmented further during subsequent foil
penetrations. Among the critical design criteria for multi-foil capture cells are the ,clections of the thickness, number,
ordering and spacing of the foils required to stop the most penetrating micrometeorites. These parameters are listed in
Table 2 for the experiments in this study along with associated impactor sizes and velocities. A penetration refers to a
hole through a film, even if it is the result of back side spallation. A plot of Ft, total (cumulative) film penetration
versus velocity for the different multi-foil detector/capture-cell combinations is presented in Fig. 3. In some cases a
debris fragment imbedded into or cratered the final film, but in most instances the debris was deposited on top of the
final film. In some impacts over 8 km/s the final PVDF sensor film was not penetrated. Irt',actor diameter: for the
plotted data ranged from -10-175 gm (see Table 2). 1 ue plotted data were not c' .ed for impactor mass
differences, nor were corrections made for differences in physical properties of the polyme,., PVDF films and the Al
films. (Numerical simulation has shown that the peak compressive stresses experienced by 100 gm impactors into 2,
5 and 10 rn thick Mylar and Al films are in the 1010 to 1011 Pa range, and are within a factor of two of each other for
velocities >8 km/s, and within a factor of five for a 5 km/s impact [C.,fney et al., 19891.)

The data show a clear trend of decreasing cumulative film penetration with increasing velocity for all ser, sor/multi-foil
capture cell assemblies. Ft values for assemblies that employed three films in the sensor portion, either three PVDF or
two PVDF and one 0.3 Jim Al foil, along with OS or CS-2 capture cells showed more scatter than the 2-!im-
sensor/OS data but were in the same general range or lower. Ft values for normal incidence glass and olivine impacts



Table 2. Summary of impact test results for sensor/capture-cell assemblies using glass
and olivine (shots 447, 450 and 454) projectiles. Targets were normal to the
flightpath except where noted. OS=AI foils, 1.8 mm spacing; CS-I=AI foils,
no spacers, 10-20 p.m separation; CS-2=Al foils, 100 pgm dacron net spacers;
Ge= Ge wafer, Al cover foil; A- 120 = 120mg/cm 3 Aerogel, Al cover foil.

Shot Velocity Proj. size pnm of PVDF Capture Cell Results Ft, total film Area 'n 1st. Debris
NQ. (kmrs) Lm) penetratel T_ n Al foil ptenetrated penetated (tm) cell foil (ram) agle.l

Targets with 2-film PVDF sensors
34 0.9 -70 4.5+4.9=9.4 OS 0.3+1+3+8+8=20.3 29.7 2 x 3 0.6
31 2.1 -80 4.5+4.9=9.4 " 0.3+1+3+8+8+25=45.3 54.7 lOx 14 2.7
17 2.1 73 x 85 6+6=12 " 0.1+1+8+8=17.1 29.1 7 x 11 2.1

* 17 2.7 96 6+6=12 " 0.1+1+8+8=17.1 29.1 8 x 12 2.3
43 2.9 147 1.6+2.2=3.8 0.3+3+3+3+3+8=20.3 24.1 7 x 14 2.7
45 4.4 -80 1.6+2.2=3.8 0.3+3+3+3+3+8=20.3 24.1 14 x 16 3.1

* 23 4.8 -100 6+6=12 " 0.1+3+8=11.1 23.1 13 x 26 5.0
45 4.9 -100-150 1.6+2.2=3.8 " 0.3+3+3+3+3+8=20.3 24.1 -
23 5.6 -100 6+6=12 0.1+3=3.1 15.1 15 x 20 3.9
10 7.7 24 3.3+2.5=5.8 " 0.1+1+3=4.1 9.9 8 x 9 1.7
12 8.0 31 x93 2.0+1.5=3.5 1.0 4.5 -

41 8.1 Oluster l.6+(2.2):3.8 0 !3.8 0
35 1.8 -100 4.5+4.9=9.4 CS-1 0.1+3+(4x8)+25=60.1 69.5 4 x 7 1.4
35 2.1 -100 4.5+4.9=9.4 " 0.1+3+(4x8)+(-12)=-47 -56 14 x 15 2.9
30 2.7 -50 4.5+4.9=9.4 " 0.1+3+(4x8)=35.1 44.5 12 x 14 2.7
26 4.7 85 4.5+4.9=9.4 " 0.1+3+(4x8)=35.1 44.5 25 x 25 4.8
30 5.0 -60 4.5+4.9=9.4 0.1+-3+(4x8)=35.1 44.5 17 x 20 3.9

451 6.0 -115 1.5+5.4=6.9 CS-2 2.5+(3x4)=14.5 21.1 (not rec.)
406 6.1 -100 1.6+2.2=3.8 3+(4x8)=35 38.8 6x6 1.2

11 .... ... .. 7x9 1.7
450 6.2 -115 5.4+4=9.* ' 2.5+(3x4)=14.5 23.9 (not rec.)

*454 6.2 -115 1.5+1.5=3.0 2.544+4=10.5 13.5 4x10 1.9
(450) ..... 4x18 3.5

2.5i.(3x4)=14.5 17.5 2x4 0.8
.. 2x3 0.6

48 2.7 Q7 1.6+2.2=3.8 Ge (1.0) 4.8+crater 7 x 12 2.3
29 4.7 24 x 27 4.5+4.9=9.4 (1.0) 7.7+crater -
20 5.5 65 x 80 6+6=12 (1.0) 13.0+crater -
40 10.2 -70 2.0+(1.5)<.3.5 0 !3.5 -
40 13.8 -70 2.0+(1.5)53.5 0 !53.5 -

63 8.4 (>100) 2.2+2.9=5.1 A-120 (0.1) no visible tracks
64 12.0 (<30) 2.2+2.9=5.1 (0.1) no visible tracks -

Targets with 3-film PVDF sensors
49 5.2 -30-40 1.6+2.2+2.5=6.3 OS 0.3 6.6 -

* 55 6.4 -85 2.2+2.9+3.5=8.6 " 0.3+3+3+8=14.3 22.9 -

58 7.7 120 2.2+2.9+3.5=8.6 " 0.3 8.9 -
52 12.0 63 x 92 1.6+(2.2)+0<3.8 " 0 !3.8 -
54 13.1 <10 1.6+0+051.6 0 51.6 -
53 14.1 48 1.6+(2.2)+0<3.8 0 •3.8 -

56 14.4 -175 2.2+2.9+3.5=8.6 0.3 8.9 - _

62 5.0 95 2.2+(0.3 Al)+2.9=5.4 CS-2 0.3+3=3.3 8.7 -

59 10.2 52 2.2+(0.3 Al)+2.9=5.4 0.3 5.7 -

Targets with flash detector
403 6.2 -100 CS-2 1+3+3+8+8=23 23 -

447 6.2 -115 CS-2 3+(6x4)=27 27

3+(5x4)=23 23

Tareets with plasma detector
M 6.8 50 OS 0.1+1+3+8=12.1 12.1
M 8.7 15 x 30 O0 0.1+1+3+8=12.1 12.1
A 2.6 71 x 83 CS-1 0,1+3 (4x )+25=6 1
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Table 2. (cont.) A-50 and A-120 = 50 and 120 mg/cm 3, respectively, Aerogel targets.

Aerogel targets with plasma detector

Impact track dimensions (Wrn)
Shot Velocity tImpactor Capture Entrance max. fracture zone "Projectile"
N!. (kmLs size (um) cell te hole dia. nh width width debris dia.

G <1.9 61 x 76 A-120 56 1500 310 630 125
S 2.1 100+90 A-120 105 -1200 220 890 97+89 (fused)
R 2.9 (medium) A- 120 95 1950 280 620 70

G 3.1 91 x 129 A-120 160 3060 440 (40 11u
J 4.3 (medium) A-120 (hit grid wire) -1500 -3rm spray area frag
B 3.9 (70) A-120 (frag, 1630) -1500 (1630) - frag
B 5.4 (60) A-120 126 2890 270 760 250
J 7.1 (medium) A-120 (hit grid wire) -1500 -3rm spray area frag
S 12.3 (medium) A- 120 190 3940 440 570 89
F 12.7 30 x 45 A-120 -60 830 130 580 37

E 2.2 68 A-50 160 5810 280 940 63
E 3.5 46 x 91 A-50 130 2880 310 810 frag
H 6.9 -80 A-50 (frag, 340) 1250 410 940 frag
H 10.5 -100 A-50 110 2940 440 2250 frag

*Detailed SEM/EDS analyses of these impact events are presented in the text.
;Values in ( ) were estimated using plasma detector response calibration curves derived from Al plate impacts.

at 6 km/s into CS-2 capture cells behind two-film PVDF sensors also showed more scatter than similar impacts into
OS capture cells, ranging from 23 to 39 pjm. The lower values are associated with thicker PVDF films, larger debris
dispersion angles, and thinner capture cell foils. In both cases, either 6 or 7 films were penetrated. This result led to
replacement of 8 gim Al capture cell foils with 4 jgm foils in subsequent shots. A subsequent shot at 6.2 km/s at a 45'
angle through simulated sensor films (1.5 jim thick Mylar) into 4 jgm Al foils yielded Ft values of 11 and 15 gim.

Four correlated high speed impacts (>12 km/s) were recorded with 3-film (2.2, 2.9, and 3.5 jim) sensors/OS-
capture-cell assemblies. A 63 x 92 jim projectile impacting at 12.7 km/s in shot 52 fragmented after passing through
the first sensor film into one large (30 x 71 jim) and several smaller fragments which then struck the second sensor at
12.1 km/s. A spray of very fine fragments exited the second film and struck the third sensor film with an onset
velocity of 34 km/s. This was the greatest velocity enhancement noted during the study and was verified by post-test
analysis of the detector signal trace. An -10 jgm projectile impacting at 13.1 km/s in shot 54 only penetrated one
sensor film. This result indicated that small, high speed projectiles may not be effectively recovered using the
baseline 2-film sensor with any capture cell. An -60 gim projectile impacting the first sensor film at 14.1 km/s in shot
53 lost -90% of its mass before striking the second sensor film at 9.4 km/s. No signal was detected on the third
sensor film. An -175 jim projectile (estimated from sensor response) in shot 56 impacted the first PVDF sensor at
14.4 km/s. A small (-25 jim) fragment emerged and struck the second sensor at 11.0 km/s. and a very small
fragment (- 14 pim, or -0.,,5% of the original impactor mass) struck the third sensor film at 1.8 km/s and then
penetrated the first capture cell foil. This event showed the velocity and mass loss that could be expected when a
large, fast impactor penetrates the multi-film sensor. It also showed that impactor fragments from this event would
have penetrated several capture cell foils behind a 2-film sensor.

Another notable observation was the presence of impactor/target debris on the backsides of the foils in CS-1 and CS-2
capture cells, and the lack of debris on the backsides of foils in OS capture cells. This indicates an important
advantage of the CS-2 cells, which have similar penetration performance as the OS cells, but are much more compact,
occupying <1 mm in depth compared to -1 cm for the OS cells.

Multi-Foil Capture Cell Imnactor Debris Analvsis

Experimental conditions for the four impact events discussed below are marked with an asterisk in Table 2. The
events are discussed in order of increasing velocity.

Shot 17. 2.7 km/s. two 6 uLm thick x.y position sensing PVDF detector films. OS capture cell (1.8 mm foil spacing).
A 96 jim diameter (1.2 jig, estimated from detector signal) glass projectile impacted the first PVDF film at 2.7 km/s
and penetrated with no apparent fragmentation. The particle struck the second PVDF film at 2.4 km/s and broke into
two major fragments. Impactor fragments then penetrated a 0. 1, a 1.0 and two 8 jim thick Al foils (Figs. 4a-d). The
foils were littered with 1-10 jpm size impactor fragments. X-ray maps of the largest hole in the first 8 jim foil and
surrounding area (Figs. 4e and 40 show a thick glass liner covering -1/3 of the rim, two 15 jim droplets of glass
extending in a ray from the rim, and two smaller rays of glass -2 jim wide and -30 jim long also extending from the
rim. lmpactor melt liners were also found on penetration hole exit side rims. These images also demonstrate the
difficulty in identifying impactor debris from morphology by showing that only a small fraction of the debris particles
visible in Fig. 4e are identified as impactor material in the x-ray image (Fig. 40) despite their similar appearance.
Figure 5a shows a 15 jim diameter impactor fragment imbedded in the third Al foil, and Fig. 5b shows a 70 jim long
fragment of the glass impactor resting on top of the fourth foil. A semi-quantitative x-ray analysis of the 15 jim
impactor fragment indicated a depletion of the volatile Na20 constituent of the glass matrix and was representative of
the degree of chemical fractionation observed in these events. The Na20 concentration of 2.9% measured in this
impactor fragment was -1/3 of the 8.2 ± 0.5% average concentration found in unlaunched projectiles.
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The fifth Al foil in the capture cell, 25 prm thick, had a large blob of glass, 110 gim long and -30 gim in diameter,
partially embedded in the foil (Fig. 5c) and one other area with significant impactor debris (Fig. 5d). These two
images are another example of the difficulty in using morphology to distinguish impactor debris. In Fig. 5d a spatter
of Al is resting on top of a large (70 x 150 gm by -5 gm thick) spatter of glass that has apparently fractured on
cooling. Thus, the glass has a more "metallic" appearance than the Al and both materials charge under high beam
currents since the Al spatter is insulated from the grounded substrate by the glass spatter. The dozen smaller spatters
(10-40 tim) and numerous small bits and filaments of debris are all glass. The "debris" pictured in Fig. 5e is actually
an embedded silicaceous contaminate, probably pressed into the film during the rolling process. The presence of Fe
and the morphology of the feature showed that it was not an impactor fragment.

Shot 23. 4.8 kro/s, two 6 u~m thick x.y position sensing PV12F detector films. OS capture cell (1.8 mm foil spacing),

A 65 x 96 trm glass particle (determined from VYNS film penetration hole) impacted a 2-film-sensor/OS-capture-cell
assembly at 4.8 kmr/s. The particle suffered severe fragmentation on penetrating the first PVDF film. Fragments
struck the second PVDF film at 4.5 km/s. Fragments then penetrated a 0.1, a 3.0, and an 8 gm thick Al foil. Figures
6a-f show SEM micrographs and associated x-ray maps of selected glass fragment and filament impacts on the second
and third capture cell foils, Impactor residue is present in portions of the trough-like craters formed by filaments, and
partially around the rims of some holes. Some individual 2 jim size bits of impactor debris are also identified.

Shot 454. 6.2 km/s. two 1.5 am Mylar foils (simulating PVDF sensors for particle fragmentation purpo* ses CS-2
capture cell (100 gm foil spacing). Four 105-125 jim size olivine crystals penetrated the Mylar films and struck the
capture cell, penetrating a 2.5 and either two or three 4.0 jim thick Al foils. Figure 7a-g show selected areas of
impact damage on the second and third capture cell foils and associated impactor debris with EDS spectra. Impactor
debris was found on both the front and back sides of the foils. While some olivine fragments had obviously
undergone melting, other fragments retained some crystalline structure. In general, more particulate debris was
a.ociated %h these olivine impacts than with the glass impactors at the same velocity, as would be expected from
the higher melting point of olivine compared to soda-lime glass. No impactor material was found in the pile of Al foil
debris found on top of the fourth foil (Fig. 7h).

Shot 55. 6.4 km/s. three PVDF detector films i2.2. 2.9. 3.5 tim thickL OS capture cell (1.8 mm foil spacing). A 77
x 90 mim (0.79 jig, determined from VYNS film penetration hole) glass particle accompanied by -50 very small
particles (<<10 mim dia.) impacted the first PVDF film at 6.4 km/s. The large particle fragmented significantly on
penetrating the first film and a shower of fragments struck the second PVDF film with an onset velocity of 6.4 km/s.
Fragments that penetrated the second sensor film struck the third PVDF film with an onset velocity of 5.9 km/s.
Figures 8a-d show selected views of the subsequent penetrations in a 0.3, two 3.0 and one 8 pm thick Al capture cell
foils. The high degree of impactor/target material intermixing is evident from these micrographs. Figures 8e-i show
two details of the impact area on the second foil and corresponding Si x-ray maps. Impactor debris is present in the
form of small particles (2-4 jim) around the large penetration hole shown in Fig. 8a.
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Fig. 4. [Shot 17,96 g~m diameter glass projectile, 2.7 kmWs, 2-film PVDF sensor, OS
capture cell (1.8 mm foil spacing)] (a-d) Secondary electron (SE) images of
impact areas on the first four Al foils [0.1, 0.3, 8, and 8 gm thick]. (e) Largest
hole in the 3rd foil. (fM X-ray maps of (e) showing Si lup Itl. Na Iuo rtl and Ca.

(a) (b) (c)

•I

(d) (e) .•L

Fig. 5. [Shot 17, same impact as in

Fig. 41 SE images of impactor
debris on the (a) 3rd and (b) 4th Al
foils [8 pgm thick], and (c) the 5th
foil (25 g'm thick] in the OS capture
cell. (d) Glass impactor debris on
the 5th foil with a spatter of Al on
top. (e) An embedded silicaceous
contaminant in the 5th foil.

(d)I * (e) (0

Fig. 6. [Shot 23, 65 x 96 gm glass projectile, 4.8 kim/s, 2-film PVDF sensor, OS capture
cell] SE images of (a) impact area on the 2nd foil, (b) a glass filament impact on
the 2nd foil. (c) Si x-ray map of (b). (d) Impact area on the 3rd foil. (e)
Closeup of a filament impact on the 3rd foil. (f) Si x-ray map of (e).
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(a) (b) (c)

(e)
(d) .... (f)

(g) Fig. 7. [Shot 454, -115 gnm olivine crystal (h)
projectile, 6.2 kin/s, simulated 2-film PVDF
detector 11.5 gim thick Mylar foils), CS-2

-capture cell at 45 ]. SE images of (a) front
side of the 3rd, and final, Al foil penetrated,
and (b) a particle found in (a) and its (c) EDS
spectrum. (d) Back side of 2nd foil directly -
above(a) showing 4 particles of olivine that • :.c-.
had undergone melting. (e) EDS spectrum of "
particle 4 shown in (d). (f) Large impactor
fragment found on the front side of the 3rd

.foil and (g) its EDS spectrum. (h) Debris pile .,
4th foil was nearly all Al.

(a) (b) (c)

It

(d) (e) (

(9) (h) (i)

Fig. , [Shot 55,77 x 90 pm glass projectile, 6.4 ki/s, 3-film PVDF sensor, OS capture
cell] SE images. (a) Impact area on the 1st capture cell foil. (b) Detail from (a).
(c) Impact area on the 2nd foil. (d) Detail from (c) showing penetration of a 50
gnm thick Ni grid wire. (e) Intermixed impactor and target debris. (f) broken
grid wire on the 2nd foil and surrounding impactor debris. (g) Si x-ray map of
(f). (h and i) Digitized SE image and corresponding Si x-ray map of the grid
wire penetration shown in (c) and surrounding area.
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A substantial glass liner is present on the Ni grid wire crater rim shown in Fig. 8h, but very little impactor debris is
associated with the small penetration holes adjacent to the grid wire. This is wiother example of the difficulty in
identifying impactor debris solely from morphology. Impactor debris was only found on the front sides of foils in
this capture cell.

Germanium Crystal Wafer (Ge) Canture Cell Impact Results

Three correlated impact events (2.7-5.5 km/s) in 2-film PVDF-(2.2 + 2.9 urm )-sensor/Ge-capture-cell assemblies
produced craters in Ge crystals. Two other impacts of -70 gm particles at 10.2 and 13.8 km/s did not penetrate the
cover foil in the capture cell, pointing to the limitation of the widely spaced, two-film PVDF sensor.

Impact sites were examined optically and showed the same general morphology as seen in earlier tests of the capture
cells without the PVDF detectors, which included detailed chemical and isotopic analyses of impactor residues
Jessberger et al., (1985) Fechtig et al., (1987), identified impactor debris imbedded in craters in the Ge and deposited
on the back side of the cover foils in the earlier studies. One problem identified with the Ge capture cell in the current
study was cover foil blow out from impact rebound. The 0.1 gm thick Al cover foil used in the first Ge capture cell
tests was replaced with a 1.0 gim foil and no further massive disruption from rebound was observed.

Aerogel (A-120 and A-50) Capture Cell Impact Results

Results for the shots into Aerogel targets are listed in Table 2. Two impacts into A-120 targets behind a 2-film PVDF
sensor were recorded (Table 2). In shot 63 a large particle (>100 gim) impacted the sensor at 8.4 km/s, and in shot 64
a small projectile (<30 pm) impacted the sensor at 12.0 km/s. In both cases the projectiles fragmented severely and
some fragments penetrated both sensor films and a 0.1 gim Al cover foil over the Aerogel target. No tracks were
found in the Aerogel target under optical microscopic examination. However, it was impossible to identify small bits
of the glass impactor debris that were located near the top of the Aerogel slab. The use of colored glass or metallic
projectiles would mitigate this problem in future experiments. These results were inconclusive, but they serve to
illustrate the high degree of difficulty in locating small pieces of debris in the 3-dimensional Aerogel matrix.

The plasma velocity detector used in these experiments did not interact with the projectiles before they struck the
capture cells. Therefore, these impact results represent a best case scenario for Aerogel capture cell performance.
Impact tracks are described in Table 2 in terms of their entrance hole diameter, their maximum length and width, the
fracture zone width, and the diameter of the apparent debris particle at the end of the track. In general, track length
was not a good indicator of velocity. In two cases (shot J, 4.3 and 7.1 knVs) projectiles hit grid wires in the Al cover
foil and fragmented severely, spraying debris over -3 mm wide areas. Small fragments could be seen at the ends of
most of the multiple small tracks. The presence of particles at the ends of impact tracks in A- 120 targets for velocities
up to 12.7 km/s illustrates the apparent effectiveness of the media for debris containment. Other investigators (cited
above) have reported that for velocities >-6 km/s, these residue particles are composed of brecciated
projectile/Aerogel conglomerates with compressed Aerogel rims.

Examples of impact events recorded in Aerogels in the present study are presented in Figs. 9a-e. The photographs are
back lighted images taken through several cm of the Aerogel matrix and emphasize the optical clarity of the material.
Figure 9a shows an impact track from a low velocity impact, < 1.9 km/s (shot G), into an A- 120 capture cell with the
intact, unaltered 61 x 76 gim glass projectile at the end. An intact impactor consisting of two nominal 100 mim glass
spheres fused into a dumbbell shape was recovered from a 2.1 kmn/s impact into an A- 120 capture cell (shot S) and is

(a)) (b) (c)

(d) Fig. 9. Optical micrographs of glass pro- (e)
jectile impacts in Aerogel targets with a
plasma detector. (a) Shot G, 61 x 76 gim
particle at <1.9 km/s, A-120 target. (b)
Shot S, an intact, fused pair of -100 gm
particles removed from an A- 120 target
after a 2.1 km/s impact. (c) Shot G, 91 x
,129 gim particle, 3.1 km/s, A- 120 target.
(d) Shot J, fragments from a -70-100 gim
particle that impacted a cover foil grid
wire at 7.1 km/s and embedded in an A-
120 target. (e) Shot H, -80 gim particle, / ;
6.9 kim/s, A-50 target.



shown in Fig. 9b. A 3.1 km/s impact event in another A-120 capture cell (shot G) is shown in Fig. 9c. Again, an
apparently intact 110 gm glass projectile is seen at the end of the track. These events illustrate the ability of the
Aerogel to capture nominal 100 gm glass particles at low velocities (<-3 km/s) with little or no alteration. These
results differ significantly from impact results in the multi-foil capture cells at the same velocities in that the projectiles
did not melt or fragment in the Aerogel capture cells. The impactors' relatively large sizes made recovery a simple
matter of physically breaking down the surrounding matrix and picking the particles out.

The severe fragmentation experienced by a 70-100 l.tm projectile that struck an Al foil grid wire in an A-120 cell at 7.1
km/s (shot J) is shown in Fig. 9d. Small fragment particles can be seen at the ends of many of the secondary tracks
in this overhead view. The fragments may be brecciated conglomerates of target/impactor material and are probably
rimmed with melted Aerogel. Figure 9e shows an example of impactor fragmentation within the Aerogel matrix in a
6.9 km/s impact of an -80 gm glass projectile into an A-50 capture cell (shot H). These two examples illustrate the
degree of difficulty of recovering small projectile fragments from the Aerogel matrix. The current method (Zolenski et
al., 1990) is to saturate the matrix with an organic epoxy and thin section the impact area using ultramicrotomy.

The overall results of this series of hypervelocity impacts into Aerogel targets are consistent with the experiences of
other investigators and illustrate the effectiveness of the media in preserving impactor material. They also illustrate the
complexity of microimpactor sample recovery from the matrix and the need for better handling and sample location
techniques for the Aerogel materials.

SUMMARY

The 2-film PVDF velocity/trajectory sensors caused increasing fragmentation of particles at increasing velocities, but
only dispersed the major fragments a maximum of -5° between the initial point of impact on the first sensor film and
the points of impact on the first capture cell foil. The thinnest sensor films (- 2 Igm) caused somewhat less disruption
and spread of impactor material than the two thicker types of sensor films (4.5 and 6 lgm). For glass particles <100
gm in diameter impacting at velocities >8 km/s severe fragmentation occurred and little or no impactor debris was
found in the capture cells.

Sufficient impactor debris for chemical and isotopic analyses was found in all multi-foil cells positioned behind multi-
film PVDF sensors for nominal 100 gim diameter glass projectiles and olivine crystals impacting at velocities up to 6.4
km/s. The maximum cumulative foil penetration was not significantly different for foils spaced 1800 or 100 g, m
apart, but was approximately twice as great for foils spaced 10-20 pim apart. Of the five capture cell designs tested in
conjunction with 2-film PVDF velocity/trajectory sensors, the multi-foil cell with 100 4.m dacron net spacers appears
to be the best. The dacron net spacers confined the spread of the impactor debris cloud without increasing total foil
penetration and resulted in both front and back side deposition of debris. Analysis of samples was straight forward
since impact features on capture cell foils could be easily mounted in metal rings for instrumental analyses of both
surfaces. The use of Al foils and dacron nets in a flight instrument would limit the ability to detect Al and C in
manmade debris particles and in natural particles, and would likely be replaced by a rare metal such as Au.

Foil covered Ge wafer targets behind PVDF sensors also retained significant impactor debris at tested velocities up to
5.5 km/s, but offered no advantages over multi-foil cells and are appreciably more expensive to produce and
somewhat more difficult to package. Also, the advantage of having a pure Ge matrix for debris analysis is countered
to some extent in this design by the presence of the sensor films and Al registration film ahead of the Ge surface.

Evaluation of 50 and 120 mg/cm3 Aerogel targets behind PVDF sensors was inconclusive due to the limited number
of tests, but initial results indicated that small impactor fragments would be difficult to locate and recover. Packaging
of the friable material also needs further development. The Aerogels performed well behind a simple plasma detector,
and intact nominal 100 gm glass projectiles were recovered from low velocity impacts (<3 kn/s). There were ,isual
indications that significant impactor debris may have survived impacts into Aerogels at velocities up to 12.7 km/s, but
these tentative results were not verified. The superior capture characteristics of the Aerogels justifies further testing of
these capture cell candidates in conjunction with the PVDF sensors. A standard method of containment and
mounting, and better microparticle location techniques, need to be developed for the friable Aerogel materials.
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ABSTRACT

The Scramaccelerator. a novel type of supersonic-coitthti-,tion. tube-based launcher has been de-
veloped that can accelerate projectiles to velocitie.s of 3 to over 7 kin/sec. Extremely flexible in
application, the Scramaccelerator could launch impact specinttens, wind tunnel specimens, projec-
tiles, satellites, or spacecraft. This paper describes the technology demonstration of the concept
by firing 120 gram projectiles into a 38 mm barrel at 2.8 to 3.2 kim/sec at the Titan/CRT Impact
Research Laboratory in Albuquerque. This technology promises an upward scalability beyond
that of any conventional ballistic guns and electromagnetic launchers for high mass hyperveloc-
ity applications. It is the objective of this program to dehmonstrate the practical application of
detonation physics to hypervelocity launchers. Critical test issues discussed include sabot sep-
aration, venting requirements, Scramaccelerator tub,, requirements, and test performance. The
current data indicate projectile accelerations were achiexd in excess of 5,000 g's. Hence. these
tests finally denionst rate that oblique detonatiion/-up,,r.'rliiC combustion can be harnessed as a
useful meclhalisin for hypervelocity propulsion. In aldit ion, these tests demonstrate hypersonic
propulsion at Mach numbers above 9, acceleration at greater than 3 kilometers per second, and
system integration technology sufficient to acconpli.,,h this success. Scalability of the device allows
for the hypervelocity launch of largt masses.

INTRODUCTION

The demonstration Scramaccelerator system consists of a two stage light gas gun which fires the

projectile at velocities above 2.. kmi/sec into a tube filled with a mixture of fuel and oxidizer,
hydrogen and air in these tests. After the initial launch to reach the insertion velocity required
by the Scramaccelerator mode, the projectile sabot launch package then enters a sabot separator
assembly which vents the base p)ressure on the sabot. strips the sabot from the projectile, and vents
the precursor gas which is in front of the projectiHe prior io Scraniaccelerator tube insertion. The
Scramaccelerator tubes are the barrel sections where the Scramaccelerator ifode of acceleration
occurs. The projectile punctures a diaphragni and enters the Scramaccelerator tubes filled with
the fuel and oxidizer mnixture.

IS95
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BACKGROUND

There exists a long-standing interest in harness.ing det onation waves for propulsion of hypersonic
aircraft [1] [2] [3] [4] and hyper-velocity projectile, launchers [5] [6]. Approximate performance
calculations show that normal (as opposed to oblique) detonations are unsuitable for propulsion,
due to the difficulty of wave stabilization and to exceedingly high loss of total pressure. Standing
oblique detonation waves (ODW's) appear to be satisfactory from a total pressure loss standpoint,
but historical attempts to stabilize ODIV's in conmbust ion tunnels [71 were inconclusive, due in part
to limited approach Mach numbers, as well as a fundamental lack of understanding of detonation
wave mechanics. However, recent theoretical work [8] [9] clarified tinder what conditions standing
ODW's can be stabilized with acceptable propllsive efficiency. Specifically, reference [10] shows
that only overdriven weak ODWN's are suitable for propulsion. and that, for any given approach
Mach number and reactant gas thermodynamic state, there are minimum and maximum flow
deflection angles outside of which an OD\V cannot be stabilized.

Based on analytical studies, it is possible to design an OI)\V Scramaccelerator which, through stag-
ing and appropriate choice of the initial launcher, caii accelerate projectiles of any practical size
and weight to earth escape velocity and beyond. Thi. study describes the experimental demon-
stration of the technology. Applications include strategic and tactical kinetic energy weapons, and
low-cost, transport of structural materials to low earth orbit. The oblique detonation wave Scra-
maccelerator, as with conventional thermal propulsion cycles, has the three aero-thermodynamic
processes of compression, heat release and expansion.

OBLIQUE DETONATION WAVE CONICAL BOW SHOCK

COMBUSTION FUEL & OXIDIZER
PRODUCTS PROJECTILE & DILUENT

NOZZLE COMBUSTOR INLET

EXPANSION ZONE HEAT COMPRESSION

RELEASE ZONE
ZONE

Figure 1: Oblique Detonation \Wave Scramaccelerator.

In the Scrainaccelerator, represented schematically in Figuire 1. the launch tube is initially filled
with premixed fuel, oxidizer, and 1ptional dilient (nitrogen in this case). The projectile is designed
so the forebody forms the inlet compression region. t lie land forms the combustor region, and
the tail of the projtctile forms the ssupersonic exhai-,t tnzzh'. The inert projectile (no onboard
propellants), whose diameter is approximately ninet' v percent of tlie launch tube internal diameter
is injected axially into tlihe launch tube at high initial v'elocity. Rain compression of the reactant
gases is accomplished by a suitable sequente of weak oblique shocks set tp by a supersonic inlet
center body. The reflected wave off the tubh, wall ik, of ufflicient strength to stabilize an over-driven
oblique detonation [8] that occurs in the comIpresed reactant gas flowing through the annular area
between the projectile body and the tube wall. Vxpan.ion froom tlie annulus to the full tube area
in the projectile wake occurs through a supersonic no/zlt, /one defined ltv the projectile afterbody
geometry. The static pressure on the pro ectile, aftrho, ly is considerably greater than on the
conical forebody with a resultant net thrust.
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During comlprtession of the reactant mixtlre, care, mist lhe taken not to ignite or detonate the
reactant gas inixt ure premnaturely. This can be controlld in one or both of two ways: by insuring
that the residence tinit- in the inlet/diffus,.r reg ion i,. less than the chemical induction time [11],
and/or by insuring that the flow turning angle' throuighi the conical bow shock is less than the
mininmum flow turning angle required for an OD\W to stabilize [10]. llertzberg et al. [6] claim
that a balli.,tic elliciency (defined as the rate of kinetic energy increase of the projectile divided
bv the rate of clientical heat release) of thirty perc,'nt i, achievable. Preliminary calculations
for projectiles wilh a simple conical forebody, confirni that lHertzberg's claim is realistic. With
a properly designed supersonic centerbody diffuser il place of the cone, even higher ballistic
efficiencies should be realizable. Thrust on the projectile is predicted to be relatively constant
over a wide range of Mach numbers, and is direct ly proport ional to the product of the heat released
per unit mass of propellant the propellant fill mass de.nsity. the tube cross-sectional area, and the
ballistic efficiency. The length of launch tube required for a given velocity increment is directly
proportional to tilie corresponding increment of projectile kinetic energy, divided by the thrust.
,lore detailed performa,,ce discussions can be found in References [12] [13] [14].

SYSTEM CONFIGURATION

The tests required a launcher that could accelerate illt, specially designed projectiles to supersonic
velocities prior to the projectile entering tilth Scraniaccelerator barrels. The two-stage light-gas
gun at the IR1 was chosen for this task. The launch tube diameter of 38nmm allows the projectile
model to be large enough to minimize some secondary e-ffects during the Scramaccelerator process.
The Scramaccelerator is a hypervelocity acceleration device that requires a minimum insertion
velocity or "'takeover velocity-. The minimuni is determined by the geometry and the Chapman-
Jouguet Mach Number of tilt- fuel and oxidizetr to by used. For these tests, the insertion velocities
required were above 2.5 kmi/sec. For most of t he tests. 3.1 kin/sec was thie target insertion velocity.
The insertion velocilt impacts the required Iase pr s,.siure to be delivered by the light gas gun.
The demonstratiou Scramaccelerator svstetit colisist, of a two-stage Light Gas Gun (I.GG) and
sabot separator a.ssembly which first accelerat,- the projectile up to velocities of 3.1 km/sec and
then strips thlie obtuirating sabot (needed for t le light gas gin launch but not acceptable in the
Scraniaccelerator mode of acceleration). The I ,vstem must do so without propagating a normal
shock downstream into the Scraniaccelerator t lbe filtie wvith a mixturi of fuel and oxidizer.

D(scriplton of lV'iii IProblhm.

In order for the Scratnaccelerator to function properlN aii oblique conical shock must be generated
on tilie forelbody of the projectile. To do this. the project ile niust pass through the gasdynamic
shock which is driven ahead of the p)rojectil,, in I ore. lii the terminology of the aircraft propulsion
field. this process is kiown ias "-shock swallowing" or 'itilet start ug"-. There are at least two ways
to start (initiate supiersonic flow arouid thi, projrctile) the Scramaccelerator process [15]. The one
used successfully in lhese experiments is descriled here. The sabot was removed by gas dynamic
stripping. The gas in front of the projectile, a.s a result of the sabot stripping must be vented
sufficiently Ito allow the projectile inlet, to start iII tli' vent tuhe prior to reaching the diaphragm
which contains the Scrainaccelerator fuel aniI oxidizer gas•s. If this condition is not met, the gas
in front of t lit,' pro *j'c tilt' will break the dliaphragin and initi ate a normal dIriven detonation in front,
of the projecile pr'vt'inting the, system from starting.

An internal ballistics, cole was used in thit' dt,,orinitiation of venting requirements in the Scra-
iiacclerator t'eclnologx detionstration program- (.A\ i lldl,.te description is given by H1umphrey
et al, [15]. IPlailed analysis was requi irements for inlet starting
of a Scrauiacc'elerator projectile inoving at h I,,'rsonit' v,'loc itit's in a tube. The results provided
needed dt'sigti dl' tail.
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Since launching into a complete vacuum is impossible. it is important, in fact necessary, to under-
stand the contribution of transmitted, reflecte(l. and convected waves in the solution of a Mach 9
and higher shock wave propagating down a tube, crossing interfaces of different gases, pressure,
temperature, and retaining diaphragms between tube sections that contain venting. The essential
goal is to be able to start a projectile of fixed geometry as it traverses the launch tubes prior to
reaching the fuel and oxidizer filled Scramaccelerator tubes. The results aptly demonstrate the
hypersonic nature of this problem and illustrate Mach number effects when considering a problem
of high Mach number - in excess of Mach 9.

Launch Tube Vent Tube 1 Sabot Separator Tube Vent Tube 2 Scram Tube

I I I I II II
a b cd ef gh

Figure 2: Barrel Venting Configuration.

Results of Barrel .'nhtng Calculations. The geometry of the actual configuration of interest is
given in Figure 2. The system consists of a 30 foot launch tube (the second stage of a two-
stage light gas gun), a vent tube (vent tube 1). a sabot separator tube. a second vent tube (vent
tube 2), and the entrance to the Scramaccelerator tubes. The venting in the first vent tube is
to be designed to adequately vent the base pressure on the launch package shown in Figure 3.
Adequate base pressure venting is determined by the .abot separation phase. Sabot separation

--- SABOT LINWER E LT

PUSHER PLATE

NOSE TIP - BASE PRESSURE SEAL

Figure 3: Projectile and Sabot Geometry.

is accomplished by gas dynamic stripping of tlit, saho! in the sabot separator tube. The sabot
separator is filled with gas that is retained by diaphragi•ms at both ends. The gas pressure in the
sabot separator is higher than the p)ressure in the two e•ent tubes. While the sabot and obturator
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are in launch position against the projectile, tht launti-h package can be treated as a piston driving

a gas column in the tube. When the piston enters thl, sabot separator, the piston driven normal

shock in front of the projectile raises the pressure on the face of the projectile. The first vent
tube, meanwhile, has vented the high pressure LG(; lamich gases from the base of the obturator.
The large pressure differential across the launch package will strip the sabot/obturator off of the

projectile. This is possible because the flow of lie gas relative tc the projectile (behind the normal

shock) is subsonic. Th,. pressure is relatively constant Iehind the shock wave all the way to the

face of the sabot andi hence the sabot supports the pressure difference between the vented base

pressure and the leading shock. (The press.ure difference acros.s the sahot is reduced by the drag

on the projectile as a result of the flow past the projectile to fill the void between the projectile

and sabot, as the sabot decelerates relative to Ilie projectile due to the pressure differential.)

The separation di.stance between the projectile, and sahot is d(ltermined by the time of flight in
the sabot separator, the pressure difference across t I,' sabot, and the mass of the sabot. Simul-

taneously, the leading piston driven shock is reduce I in strength by the mass leakage past the
projectile as the sabot and projectile separate. (iven the launch conditions, all of these effects can

be accounted for. The second vent tube can be operat,,d in two modes in order to start the projec-

tile inlet. Mode I inlet starting is accomplished by first venting the sabot separator gas in front of
the projectile and then reaching a steady state .tanlolfl distance of sufficiently short length that

the leading shock is swallowed in the converging inlt. (Stability of shocks in converging inlets

with venting is not considered here. but. i., an area where further study it requii'd to determine

the stability criteria for shock swallowing.) Mode 2 inl,,t starting is to design tihe diaphragm at

the inlet of the .Scramaccelerator tube to act as a wall to the transient shock propagation thr ugh

the tube and to stop the flow by reflecting a shock hack toward th, projectile. In this ca:se, Lhe
projectile Iach nuiuier must he sufficient relat ive to t lie ozas conditions in front of the diaphragm

(which has undergone two shocks an(l is at high tenmi,,'raitire) to assure inlet starting when the

projectile meets wit i the reflecte.d shock. Only tol. I iilet starting is discussed here. In the

Mode 1 method of inlt starting. the second vnt tul,, vmu.,t perform two functions: I) to .-nt

the trannit ted shock and gas that is puh.h,'lI it front of thle projectile as a result of tile sabot

stripping process. and 2) to start the projectihe inilet 1,riu(r to thl. projectile entering the Scranmac-
celerator tube so that the projectile tip breaks tie Scraiuaccelerator tube diaphragm rather than

a normal shock which would propagate through the, Seratnaccelerator tube as a Chapnian-Jouguet

detonation ahead of thhe projectile. '[lie starting setquen c is lepicted schematically in figure 4.

The first function in Mode 1 operation of the seciond x,,nt tube, is to vent the gas in front of tihe

projectile, the pre'cuirsor gas. as the projectile leayes th, I.alhot -eparator and prior to inlet starting.

This process was numtirically calculated for s•xral -I,.-,-. lihe sc.teid fiunction of the second vent

tube is iilet starting. Since there is ventilig ili tilie sic.til velit tube, there exists a steady state

staand-off d-istantic of the projectile driven shock for a uti'flicintly long vent tube. 'Fle important

factors that d,,teriiniie this standoff distance' a[,, the \eohcity of the projectile. the temperat tire of

the initial gas in th1. tube aad the ratio of t ie, v, 'iting aria to vented tube volutne. This catl be

solved analytically and cotmpared with the results of •t. cotiptiations.

In order to start thle projctile iilet, it is tieess-arv Ir thlt, sta•idoff distance to be less than the

length of the inlet (d'etailed calculations, ar ' shown ii [I5]). This cail be used to determine the
venting ratio reiquireid ti accomplish the start i•ig of ti,' ilt l. The insertion velocities required of

the Scramaccelrator in the dlenmotnstratiotn tst ltig r,'suutiil in Mach nutmbers in excess of Mach 9.
The important pro,,,.,s e+valuat'd were .,abot -eparat im and itlet starting. These studies were

iuse(d to design thn' Scratiacceleratc test harlwxar, andi to dIe've.lop thle test conditions and proved

esserntial to startintg th,, inlet in li,. test hardwar.'.

Facility Laytn anid laa t . •,'yration

E~ighitee'n tests firiiigs related to) tHie oeefptii ý,iiiS m:itwuceh.'rator t'chniology were cOtuuI)eted
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Vented Gas

Vented Gas

iqeShock

Figure 4: Mode I St a-t tin Proce'ss

by Advanced P~rojects. liesearcit Incorporated ( A P1f ) at tflie, Tit an Corporation Impact. Research
Laboratory (fflf).

Tw~o 5tage Light Gas Gun. The launcher consist of a two-sta~o light-gas gun with a 11.5 nmm
pump tu be and a :38 nun11 Ian ich t it e. 1 1w putt ip tiu he s pre~ssurizedJ to a few MIPa with a light
gas ( hdrogen was used for all of these tts.':nokeloss powder Is burned ina powder breech,
gtr-nerat in" sufficientl hi.gh pressures t-~ propol a compression p~iston down the pump tube. The
piston fuirt her coruprosses the hyd rogen in lie punmp u be. %,':lu i then ruptures a petal valve
located just uplrange of the latinch p~ackage. acelerat ing flthe launch package down the launch
t ube.

Large' Tarq I Tank. -l 1w range tauikage consists of sevoral tanks, each with a specific purpose. The
extra barrels reqjuiirt~ tor the Scraniaccelerator wore designed to couple directly t~o thle existing
barrels and to fit into the existing t ankage. T'lhe nmuzl, of flthe launch tuibe (LT) of the Light-Gas
Gun (LGG) enters the range t ankage atid Is conpkle to a I .06 ni (42in) vent tube (VT). The blast
tank is sized to ensure that pressures due to thle It.4lrgetu that is duinped into the tank during
a test remain significant ly helow one at mosphe~re whenl a vactiluunl of a few Torr is pulled pretest.
This criterion guarantees that hydrogen will ntut -q. out of the tank post-test should any leaks
develop in tilie range during a test. The two ,imall tantk, downrange of the blast, tank- are referred
to as the sabot separator tank and the small I;trge~t taink. These, tanks p). )ý ided access to various
barrels for cleaning. maint enance. and installatii it (if imnt runientation.

Ope ratijon. Once tflie, drsiredl inject ion veloci t was ob~tained by thie Light. Gas Gun (LGG), sabot
separation was required as described earlier. The effort to~ achieve this condition was more difficult
than was originally p~lannedi and involved several harrel reconfigurationis and modifications. All
of 'he shots included the basic L(,(, launcher and a 1 .071n (3.5ft) vent tube. Shots 1 through 4
coupled a 3.O05in (l10ft) sabot separator t ihe (SST1) to the vent t ube. The .91mn (3ft) Scrai-aaccel-
erator tube (ST) was Inst alled as flthe final stige. Iwo (differetnt methods were used to separate
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the sabot. Shot 1 u.-ed one atmosphere of air in the SST to slow down the sabot, causing it to
separate from the projectile. This method created a .shock wave in front of the projectile which if
unvented would initiate combustion of thw fuel in the Scramaccelerator tube before the piujectile
arrived.

Due to the difficulties with starting, a barrel modification was made. The SSt' was machined
int two separate tubes; a 1.83m (72in) long SST and a 1.121n (44in) long vent tube. This new
vent tube was designed with slots, rather than holes, to maximize the venting capability. Shots
5 through 11 used this slotted vent tube (SVT). It was finally abandoned for the final seven
tests because of the damage to the tube, projectile, and sabot. The 0.91m (3ft) ST was slightly
modified to allow it to be coupled to the 1.83m (72iun) barrel that had been used as an SST. In
Shots 12 through 18, the 0.91m (3ft) ST did the job of the SST, while the 1.83m (72in) barrel
acted just as a connection tube joining the LGG and its VT with the downrange barrels.

Shots 5. 6 and 7 used one 3.05m (10ft) ST coupled directly downrange to the SVT. Shot 8 used
two 3.0.5m (10ft) ST sections; the first section was evacuiated with the range and the second section
was pressurized to be used as the Scramaccelerator. Starting was not evident in these tests.

To help vent the pressure that developed from the sabot separation process, another barrel mod-
ification was made. One of the 3.05m (10ft) STs was machined (see drawing) with almost 300
vent holes. This barrel was located downrange of the slotted vent tube in Shots 9, 10, and 11.
In Shots 12 through 18. when the slotted vent tube was replaced with the 0.91m (3ft) SST, the
3.05m (10ft) VT was coupled to the downrange end of tit 0.91ml (3ft) SST.

The ST was the last barrel in all 18 tests. Shots I throuigh .1 used the 0.91nf(3ft) ST, while Shots
5 through 18 used a 3.05m (10ft) ST. Shots 2 and 3 did not have any pressure in the ST. All of
the other tests did have pressure in the ST.

One large tank makes up the remaining tankage usedI for these tests. T[his final tank is a large
target tank. which has a 2.44m (Sft) diameter and is about 3.66m (12ft) long. The muz7le of the
Scramaccelerator was located in the uprange end of this tank. Distance between the muzzle and
the terminator plates was allowed to take flash radiography after the projectile left the muzzle
and was in free flight. The downrange end of the tandk contained the sand, wood and steel used
to stop the projectile. Figure .5 is a schematic of the range tankage with a generic barrel setup
inside the tanks.

RANGE INSTRU 'ME.VTA TION

Essential to the test program is the instrumentation which required extremely fast time response.
Since the velocities of interest are 3 to .5 kmi/sec, the projectile will traverse 3 to 5 mm per mi-
crosecond. The determination of position, tinme of arrival, velocity, and acceleration is dependent
upon the time response of the measurements. The performance of tile Scramaccelerator process
is measured using a DC X-ray intervalometer. pressure' trans,lucers, optical detectors, magnetic
detectors, and flash radiographs. The velocitN of the projectile is recoided at the muzzle of the
two-stage light gas gun using a DC X-ray intervalonieter. 'I his v, locity can then be compared
to the ex;t velocity from the Scramaccelerator barrel. The exit velocity and the con,'ition of the
projectile are recorded with flash X-ray. Passive oFtical detectors record the passage of the projec-
tile by utilizing the light emitted during the hyperonic shock and combustion process. Pressure
histories from tran.sdhcers placed along thlie Scratiaccelerator barrels aid in the evaluation and
analysis process.

DC X-ray Inherralomnircr. The IRL XR-20t2-W/100-It) X-ray Interruptor System was used in all
of the tests to measure the velocity at the inuzzle of the launch tube of the ILGG. The system
is based on a continuous X-ray source that can prodicfv ,nergy levels up to 100KV. The X-rays
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Muzzle Ot FXR 0~1 FXR 02 FXR #3 FXR #4 Sand. wood andScr7ama-cc eIear at ion seltreTube

Figure 5: Typical Large Target, Tank Setup.

are converted into visible lighIt by a scint ilat ion crystal. The triggering p~ulses based on the X-ray
source interrupt ion technique is very effective ini hostile glutn range environments. The emitter and
crystal are place on opposite sidles of the launich tube, looking through special ports machined in
each side of the barrel. Unlike the conventional predecessors. however, this system utilizes fiber
optics technology in order to isolate the trigge.,ring, sen.or electronics from the E,\tf/RFI fields
that are commnon l\ in existence in most large g-ii ii rat gt- facilities.

Flash X-ray Radiography. Four channels of flaslt X-ray,~ were utilized during the tests. These were
configured to observe veýlocity, condition, yaw andl pitch of the projectile during free flight. The
X-rays were taken with a Scandiflashi 450 System. The specifications of this system are as follows:

1Outpuit Voltage II150 - 4.50 keV
Out put Peak ( trreit II 10 kA
Puk Ws' ~idthI 20) us
MIax Doseý per pulke at I in 2t0 nR

HFocal Spot Sizel 1 mm11 1
Penetration of St eel at 2.5mi 1 mm in

Table 1: Fla,..l X-ray C ondit ions.

The film used in all of the shots was Dupont NI)T 57i. Spectroline regular scintilation screens
were used both in front of and behind t he filmn. The object to source and object to film distances
for shots 1 through 4 were 1 .521n (5ft.) and( 0.151in (6in ). respectively. These respective distances
for shots 5 t hrougli 8 were 2.59in8Sf and 0.1 lSm (t61n). and for shots 9 through 18 were 2.90m
(9.5ft) and 0.1 Sin (t6in ). The variouis iuiedliuds us~ed to trigger the flash X-rays are discussed in the
sections below. The dligit al delay generator built into t ho Scandiflash System allows the X-ray
pulse to be synchrontized with the event. The yslsemn ts triggered by shr -r ir t ing the input of
the delay generator or by p~rovidinlg a posit i~e ptilsf' in 'it . The otut pi Ii th delay generator

stdt~theriger amplifier that is momiiuted onl thle pulser. The ptk -V . . ct rical energy
storago andl volt age nmilt iplier asetl.It stores a sel~cted volta.±. .1 capacitors and
delivers the storod energy in series at high volt age anid cit rent ieve: iý extremely short
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elapsed time.

Streak Camera. Because of extremely hostile environment and the difficulties with making a trig-
gering system for the flash X-ray survive, a st reak caniera was added to several tests. The Fastax
II, Model 46-0008, streak camera is a high speed Niiuin camera. Streak photography involves
recording the actual motion of a real article. The streak photography produced a shadowgraph
of the projectile in free flight past a slit aperture that is placed at the film plane to limit the
camera's view to a narrow band. The camera was positioned with the slit aperture parallel to the
subject motion and the film travel at 90 degrees to the path of motion. The film record contained
a resultant line image with time measured aloug tflie length of the film and object displacement
across the film width.

Pressure. All 18 tests included the use of piozo-electric hallistic pressure transducers. These
transducers were used to measure the transient pre.,sures in the sabot separation and venting
tubes and in the Scraniaccelerator tubes. Several models from two different vendors were used;
all with less than satisfactory results. The transducers used initially provided no useful pressure
data other than time -of-flight information because they each failed during their first use. The
transducers used in the latest shots generally provided good pressure data for only the first use
and time--of- flight data on subsequent shots.

Optical. Optical ports were provided through the Scramaccelerator tube wall in order to detect the
luminosity of the gas (luring the launch sequence. Multimode plastic optical fibers were inserted
into the each optical port. The luminosity of the gas was, detected at the opposite end of the fiber
with a photodiodt( detector circuit.

Break Screens. In the first 6 tests, a make screen wa.s used to provide the trigger for the flash
X-rays. The make screens varied from two layers alunitnini foil insulated by a thin layer of paper
to two layers of 3.1Unn (1/Sin) thick aluminum plat,, insulated from each other by about a half
inch airspace. The only attempts that succeeded w,re with i the 3.1mm ( 1/Sin) thick plates on
tests that did not have a mix of fuel and air in th,, ST (Shots 2 and 3). Make screens were
abandoned for this test series due to the high probability of a blast front occurring in front, of the
projectile. The blast caused the nmake screen eit her to triggter the flash X-ray before the projectile
arrived or causedi the make screen to be completely hown away without any- contact occurring,
therefore providing no trigger to the flash X-rays.

.M1agnetic ('oil. In shots 9 through 18. a magnetic coil was used to provide a trigger for the
flash X-ray. The coil was one of a pair that make up tlite IRL Magnetic Intervalometer System,
Model No. SS-100N. The Large-Aperture Magnetic ('oil is a rugged. flexible instrument designed
for detecting oncoming projectil's in the prei,"nc., of hostile environments. Output from the
control/display may he used to trigger auxiliary instrummentation. The detector head is a classic
passive magnetic projecile sensor. The outer portion of the aluminum-encased toroid is filled
with magnetic material, which produces a strong solenoidal magnetic field within the aperture.
A search coil is wound on the outer diameter of the massive fiberglass tube that surrounds the
aperture. This coil is maintained in a rigidly fixed po,,ilion with respect to a permanent magnetic
field. A projectile approaching the detector head exlwriences a time-varying magnetic field a&s it
moves along tflie axis of the permanent magiet's fie'ld. If the projectile is made from electrically
conducting material, eddy currents are induiced in it, outer surface which produce a counter
field that effectively prevents penetration of tlihe ext,,rnal fields into thl projectile interior. The
magnetic field producid by the eddy current extentd, well bIeyond the projectile and is sensed by
the search coil which produces a voltage 'xcur.,ion at it, oittput termninals.

Pretest LG(; Configuration C'alculation.s.

The desired injectomi velocity for the Scranimac,'lerat ,r wa.s obtained witll the LGG. Calculations
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to correctly configure the powder charge and light gas in the LGG were performed using a com-
puter program documented by Charters and Sang.,ter in 1973 [16]. The main variables required
for these calculations include piston mass, petal valve rupture pressure, gun geometry, launch
package mass, has type and pressure in the pump tube and the powder charge type and weight.
For all the tests, only three of these parameters were varied, the projectile mass, the hydrogen
pressure and the amount of powder used. The type of powder used was Hodgden 5010. Only
three different shot configurations were used during the testing. Tests 1 through 12 used 1900 gm
H5010 and 350 psi 112 for a launch package that nominally weighed 215 gin, Tests 13 through 17
used 1800 gm 115010 and 350 psi H2. Finally, Test l1 used 2000 gm H5010 and 400 psi H2. The
launch package weight for both these configurations was 196 gin.

LAUNCH PACKAGES

The design of the launch package, projectile, sabot. obturator, and pusher plate combination,
required consideration of several issues. Some of the more important requirements are listed here.

1. Integration of the projectile with the sabot.
2. Low speed launcher physical constraints.
3. Scramaccelerator launcher constraints.
4. Acceleration loading of launch package in the low speed launch phase.
S. Acceleration loading of projectile in the Scramaccelerator launch phase.
6. Sabot stripping between the low speed and Scramaccelerator phases.
7. Heat transfer at the nose tip.
8. Heat transfer along the annulus in the hot flow after the detonation.
9. Ease of manufacture for several parametric shapes.
1O.Optimum gas dynamic performance.
11. Flight dynamics.

12. Structural integrity.
13.Scramaccelerator diaphragm interaction with the projectile nosetip.

The studies thus far have generated a projectile design that has a simple conical forebody, an
ideal expansion nozzle afterbody, and a constant area center body. Each of the cone sections
will be threaded onto the center body for interchangeability of various angle cones and reduced
manufacturing costs. There are four equi-spaced fins that will run from the forward edge of
the centerbody back to the end of the expansion nozzle. Tile trailing edge of the fins were
perpendicular to the projectile axis. The forebody con,' had a separate nosetip which was press
fit into the projectile, so that the tip material could be chosen for its thermal characteristics.

In addition to the projectile body itself. the launch package consisted of an obturator, pusher
plate, and a sabot.

RESULTS

A summary of the 18 shots is provided in table 2. A.l shots were fired at or near 3.1 km/sec.
The first four shots were preliminary shots performled without all of the barrel sections in place.
The objectives of the first, four shots were to verifN the launch package design, to shakedown
the instrumentation, to verify sabot separation and to locate unanticipated problems. Several
changes were made before proceeding to the, second round of four shots. In the second shot,
through the flash X-ray radiographs and tlie streak camera photos. it was discovered that the
projectile tips were breaking free from the projectil' during the light gas gun launch phase.
The tip was redesigned to provide a stronger connection to the projectile body. It was also
discovered that the ballistic pressure transducers initially chosen could not withstand the dynamic
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Shot Number Objective/Result
1-4 Projectile Integrity, Sabot Separation

Instrumentation Shakedown
5-8 Instrumentation Shakedown, Venting and Starting
9-12 Venting and Starting
13,14 SUCCESSFU'L, Starting and Positive Acceleration
15-17 Projectile Failure
18 SUCCESSFUL, Starting and Positive Acceleration

Table 2: Experimental Results - 18 Shots

loading to which they were subjected. Each transducer would fail, catastrophically, during its
first use. Subsequently, shock hardened transducers from another vendor were supplied. Finally,
modifications to the sabot separation system were dictated by data from the first four shots.

During shots 5 through 8 it was discovered that the projectile was not starting because venting
was not adequate with the slotted vent under the pressure conditions used. In shots 9 through
12 modifications to the vent tube set up and fill pressures were made until the projectile was
successfully started in shot 13. In both shots 13 and 14. the Scramaccelerator started and the
projectile exhibited acceleration in the Scramaccelerator tube.

In shots 15 through 17 excessive damage to the projectile prevented the Scramaccelerator process
from starting. This damage was attributed to very high launch loads in the light gas gun which
were likely the result of excessive piston distortion in the AR section (secondary breech). The
light gas gun parameters were varied for shot. 18 to produce a softer launch for the same muzzle
velocity. This required more hydrogen in the pump tube and a higher LGG muzzle pressure
possibly affecting the sabot separation process. Shot 16 performed much like shots 13 and 14.

CONc;LUSIONS AND DISCUSSION

Experimentally, the Scramaccelerator tests proved to he challenging. Even though the range has
a great deal of flexibility designed into it, constriction., limited some tests configurations. The
joints between barrels had to be located in specific locations throughout the tankage to allow for
access. Instrumentation port locations were restricted due to limited access. Options to place
parts of the gun under vacuum while other parts were placed under pressure were limited by
the range configuration. These limitations could not have been identified prior to beginning the
experimental program because the technical difficulties of accomplishing a start condition under
supersonic conditions could not. be fully identified. Barrel modifications and changes in the barrel
configurations had to be made as more was learned about the process. The difficulty of obtaining
a start condition affected other factors involved in the testing also. The selection and installation
procedure of pressure transducers were driven by the ability to survive the high pressures, shock
and mechanical vibrations present during co..bustion in the Scramacclerator barrels. A lack
of a start condition also meant that. combustion occurred iM front of the projectile, creating a
blast condition. This blast preceded the projectile during free flight, causing problems for some
triggering systems for the flash X-rays. Tht blast obscured the optical image of the projectile in
streak camera photography.

The Oblique Detonation Wave Scramaccelerator syslemi was demonstrated to start and provide
positive acceleration in the 3 to 3.2 kmi/sec range. A detailed understanding of the starting pro-
cess was developed. Substantial progress was made in the instrumentation area for this type of
effort. Subsequent tests should concentrate on mapping out the performance envelope of Scra-
maccelerator systems as a function of the wide multi-variate parameter space.
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IMPACT MODELING WITH SMOOTH PARTICLE HYDRODYNAMICS

R. F STELLINGWERF and C. A. WINGATE

Los Alamos National Laboratory, MS F645, Los Alamos, NM 87545

ABSTRACT

Smooth Particle Hydrodynamics (SPH) is a new computational technique well suited to computation of
hypervelocity impact phenomena. This paper reviews the characteristics, philosophy, and a bit of the der-
ivation of the method. As illustrations of the technique, several test case computations and several appli-
cation compuiations are shown.

PHILOSOPHY OF SPH

SPH is a gridless Lagrangian hydrodynamic computational technique. With some care, it can be written in
a fully conservative form. The form of the SPH equations is extremely simple, even in 3 dimensions.
These characteristics, together with the physical "feeling" for the problem that is embodied in a fully
Lagrangian code makes SPH an attractive approach for problems with complicated geometry, large void
areas, fracture, or chaotic flow fields.

SPH was first derived by Lucy (1977) as a Monte-Carlo approach to solving the hydrodynamic time evo-
lution equations. Subsequently, Monaghan and co-workers (Monaghan 1982, 1985, 1988, Gingold and
Monaghan 1977, 1982) reformulated the derivation in terms of an interpolation theory, which was shown
to better estimate the error scaling of the techniqu.. According to the interpolation derivation, each SPH
"particle" represents a mathematical interpolation point at which the fluid properties are known. The com-
plete solution is obtained at all points in space by application of an interpolation function. This function is
required to be continuous and differentiable. Gradients that appear in the flow equations are obtained via
analytic differentiation of the smooth, interpolated functions. Monaghan showed that other well known
techniques, such as PIC, finite element, and finite volume methods could also be derived in this way
through appropriate choice of interpolation technique. SPH is distinguished by the simplicity of its ap-
proach: interpolation is done by summing over "kernels" associated with each particle. Each kernel is a
spherically symmetric function centered at the particle location and generally resembling a Gaussian in
shape. The order of accuracy of the interpolation (and thus of the difference equations) is determined by
the smoothness of the kernel. The kernel is required to approach a delta function in the limit of small ex-
tent. The interpolation is accomplished by summing each equation or variable at any location over nearby
known values at particle locations, each weighted by its own kernel weighting function. Each kernel func-
tion is required to integrate over all space to exactly unity, thus normalizing the interpolation sums. By
appropriately modifying the normalization condition, the same code can easily switch between ID, 2D,
3D, spherical or cylindrical geometric configurations. This feature allows code development in ID or 2D,
with confidence that the same coding will work for all cases if implemented carefully.

707



708 R F. SlE I I PGwFiR and C. A. WI MA.IE

There are two SPtt codes currently under development at Los Alamos National Laboratory (LANL). The
first is SPHC, which was originally written by Stellingwerf. SPHC is a research tool written in C that runs
on a variety of platforms. The second code is SPHINX, which is a fully vectorized CRAY version with a
more convenient user interface and an integrated X-Windows graphic runtime display. SPHINX will be
the production code used for high resolution 2D and 3D modeling. SPHINX is currently being developed
by Wingate at LANL. The code description and applications discussed below were all run on SPHC, but
the coding and results from SPHINX are similar. See the paper by Wingate et al. in this symposium for
further code details.

Applications that have been tested on these codes include blast wave stability, laser-plasma interaction,
Rayleigh-Taylor instability, strong shocks, and hypervelocity impact. In the following sections we briefly
discuss the equations solved in SPH, and show several hypervelocity test cases.

FLUID EQUATIONS

SPHC solves the general fluid dynamics equations. The first of these is the continuity equation

dp + P =0 (1)

where p is the material density and U is the material velocity. We use Greek superscripts to indicate co-
ordinate directions with implied summation on repeated indices. Roman subscripts will be used to label
particles. Summation is not implied on repeated subscripts (the summation sign must appear directly).

The second equation is the momentum equation

dL~a- 1 .GiP (2)
w- P axf0

where (c'o is the stress tensor. This is divided into an isotropic part which is the pressure P and a trace-
less deviatoric stress tensor Sa and is given by:

CF3 =- = P-po+ Sao. (3)

The final equation is the energy equation:

de = I apeaP (4)
dt p

where e is the specific internal energy and e is the strain rate tensor given by

.a13= +±-L ) (5)
2 x o axat

Using the definition of the stress tensor (equation 3) and that the trace of the strain rate tensor is the diver-
gence of the velocity, the energy equation can be rewritten (in perhaps the more familiar form) as:

de (6)
dt p xa p
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The procedure for converting the analytic equations into interpolated SPH equations is described in many
places, for example see Monaghan (1988) or Benz (1989). Here we list the results. The continuity equa-
tion is usually solved in integral form as:

Pi = ImWij (7)
i

where mi. is the mass of particle j and Wi. is the smoothing kernel. The kernel could be written as
W (ri - rj, h) to indicate its dependence on the distance between particles i and j and its dependence
on the smoothing length h. For simplicity, however, we will write it simply as W. . The smoothing length
is a measure of the width of the kernel, and may vary from particle to particle. The kernel in SPHC used
in these calculations is a cubic B-spline designated as W4 in Gingold and Monaghan (1982).

The momentum equation in the SPH approximation becomes:

di U a Pt~ = I , + i (8)

If this equation is multiplied by mi we see that the time derivative of the momentum is exactly symmetric
in i andj thus ensuring exact conservation of both linear and angular momentum.

The energy equation in the SPH approximation is:
dei _ 1 e (U ap a

dt •j m a( U a U) [-ai +-l-f )-xi .(9

Multiplying this equation by ri, summing over i, and using equation 8, we can prove exact energy conser-
vation for the full system of particles. A rearragement of terms in the energy sum formed from equation
(9) produces a slightly more physical and more stable form of the energy equation, which is the form used
in SPHC, and is also exactly conservative:

de i y a• P•i

dj = m( U),a _ U) (-0i Jax"(10)

To obtain the particle approximation for the strain rate tensor we follow Libersky and Petschek (1990) to
get

.a 2 1 l n.(( )2+) (11)

ELASTIC PERFECTLY PLASTIC STRENGTH MODEL

The strength model installed in SPHC is a basic Hooke's law model where the stress deviator rate is pro-
portional to the strain rate. This type of model was first used in a smooth particle hydrodynamic code by
Libersky and Petschek (1990). The elastic constitutive equation which relates the deviatoric stress rate to
the strain rate can be found in various places, and is given by

4_f 0 = 2J9 (i S_1 j3 ) + SaYROY + SY'Ro'y (12)
dt

where g is the shear modulus, and R is the rotation rate tensor defined by

R =p .(_U ap) (13)
2 aP aX0



710 R. F. SIELLINGWERF and C. A. WINGATE

The SPH approximation to the rotation rate tensor is identical to the SPH approximation for the strain rate
tensor with the plus sign is replaced by a minus sign

R.,mj( )ij a W
1 (U;- i (14)

The von Mises yield criterion is used for plastic flow. This criterion limits the deviatoric stress in the fol-
lowing way. Define a quantity f by

21/2

f = min - ,1(5

where Yo is the yield stress and J is the second invariant of the deviatoric stress tensor

J Sao 1sas . (16)

The deviatoric stress tensor is then limited by

Sao B (17)

PHYSICS AND MATERIAL PROPERTIES

Installation and testing of material property routines and data bases is currently one of the primary areas
of code development for the SPH codes. Current models use a Gruineisen equation of state with a custom
temperature/energy relation incorporating solid/liquid/vapor/ion phases. In addition, the codes can access
the LANL SESAME material property library for all available materials. Additional equation of state op-
tions are planned.

Strength models currently implemented are: elastic-perfectly plastic, Johnson-Cook, and Steinberg-
Guinan. Each model accesses its own data base of material properties. Fracture models are discussed in
the following section.

Other physics installed in the SPItC code includes thermal diffusion, radiation diffusion, laser deposition,
laser ablation, ideal magnetohydrodynamics, and neutron production. These capabilities are not used in
the impact tests discussed below.

Numerical techniques in the SPHC code include variable smoothing length and particle division to model
low density regions, arbitrary dimensionality and geometry, ghost particle boundary conditions, and inter-
active run-time graphics (Stellingwerf, 1990).

FRACTURE AND FRAGMENTATION MODELS

The treatment of fracture and fragmentation in a hydrocode continues to be a challenge. We distinguish
here between the two concepts on a purely numerical level:

A fracture model refers to the way that an object "comes apart" during a numerical computation. It may
involve generating new void regions, inserting new interfaces, or other procedures depending on the code
characteristics. These new voids may or may not be capable of rejoining later in the calculation. The cri-
teria for fracture may depend on stress level, stress history, strain level, strain rate, etc.
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In SPIl there is no need to artificially insert void regions, since the physical process of stretching a solid
object will naturally produce cracks, spall, and other void regions in the course of the computation. Mate-
-ial properties that affect this process are 1) the yield condition for plastic flow, 2) a specified "spall
strength" for each material that acts as a limit to the tensile stress that a material can support, and 3) a
specified maximum "void fraction" that the material can support prior to failure. The exact functional
form of each of these criteria depends on the strength model and the implementation of the fracture mod-
el. The simplest and most promising approach in SPH is simply to set the yield stress and the spall
strength criteria according to an appropriate model for the material and allow the object to respond natu-
rally to the body stresses at each point. The degree of brittleness or ductility of the material can be varied
via the recipe for the variable smoothing length (less allowed variation implies more brittle material), or
by decreasing the tensile forces at some level of void fraction, as measured by the local density (smaller
allowed void fraction implies more brittle material). The preferred model is likely to be different for dif-
ferent materials. Tests of these ideas are currently in progress and will be presented in future publications.

In contrast to the numerical treatment of fracture, afragmentation model is a phenomenological model of
the characteristics of the debris formed from a certain type of impact. The approach of Grady and Kipp
(1987) is an example of this type of model. A fragmentation model can predict the degree of damage at
each point in an object for use by a fracture model, and predict the distribution of masses, shapes, etc. of
debris fragments over a much wider range than the hydrocode alone. Such a model has been tested in SPH
by Benz and Melosh (1992) and is currently implemented in the LANL SPH codes.

BASIC CODE TESTS

"The SPHt technique has been validated for a variety of simple test cases including rarefaction expansion,
spherical blast wave, shock tube, and the Noh problem (infinite strength converging shock). As an illus-
tration of the code results on such a test, we show in figure 1 the SPH solution for a Riemann shock tube
with an initial density jump of a factor of 4 at a specific time for three different cases of particle resolu-
tion. An artificial viscosity is added to the pressure to handle the shock, resulting in the shock front being
spread over 3-5 particles, but the solution is very close to the plotted analytic result, and is clearly con-
verging as the resolution is increased.

As a test of the strength models, the Taylor Anvil test of an iron rod colliding at 197 m/s with an unyield-
ing surface has been computed. Figure 2 shows the results with the simple elastic-plastic as well as the
more detailed Johnson-Cook strength models. The experimental data are taken from Johnson and Holm-
quist (1988), and are shown as an outline in solid lines. Although both cases represent the data very rea-
sonably, the Johnson-Cook model does a better job reproducing the spreading at the surface and the small
shoulder above the spreading region. Sections of rods taken following experiments show incipient frac-
turing and small void regions near the bottom of the rods. Although the simulation is tather coarse resolu-
tion, the rearrangement of particles near the surface/rod interface represents this effect.
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Fig. 1. Comparison of SPH results for 90, 180, and 360 particles to the exact
analytic solution for the POemann shock tube test case with y = 1.4, ini-
tial density jump = factor of 4
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Fig 2. Taylor anvil tests: final configuration of an Armco Iron rod after colli-
sion with a rigid surface at 197 rigs Left: elastic-plastic strength rood/
el, right: ]ohnson-Cook model Solid line: dala
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THIN BUMPER SHIELD COLLISION AT 6.75 KM/S

This section describes a simulation of a spherical aluminum projectile with radius 0.475 cm colliding with
a thin aluminum sheet with thickness 0.0381 cm at a velocity of 6.75 km/s. This test is similar to a very
well documented series of experiments done recently by Piekutowski (1992a,b) at University of Dayton
Research Institute.

This simulation was run using SPHC with about 2500 particles in 2D cylindrical mode. The EOS is Grii-
neisen, and the strength model is elastic/plastic. The spall strength was set to 6 kbar. Figure 3 shows the
initial conditions as well as the material configuration at 5 and 10 ps. This is a particle plot, which indi-
cates the location of the material, with a gray scale to show values of the local density. We see that the
projectile has broken into many fragments with a conspicuous spall "bubble" at the rear surface, and nu-
merous cracks along the direction of motion that have developed as a result of later expansion of the pro-
jectile. The bulk of the material lies in a flattened disk, with what appears to be an intact core. The halo of
low density material in front of and to the sides of the fractured projectile is liquid/vapor material formed
from the impacted bumper and a thin shell of the projectile. All of these features are consistent with ex-
perimental radiographs, although details, such as the structure in the liquid/vapor phases, do not corre-
spond exactly. We expect that these details will improve with the planned upgrading of the equation of
state.

2 , I ' ' ' ' I ' I I' ' ' ' I density

2.74

2.48
0 -

2.19

: • •1.91

"1.64

.:. .... .1.37

-4

"Fig. 3. Snapshots of the spherical projectile/ bumper collision at time 0 5

and 1 LOW.

This simulation will be used as the primary test of the fracture/fragmentation scheme as the codes devel-
op.
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SHIELD I HULL COLLISIONS AT 10 KM/S.

As another example of an SPtt impact application, we show models of several aluminum disk impact ex-
periments carried out at Sandia by Chhabildas, et al. (1991).

The first model is of the experiment designated WS-12, or NASA-12. The initial setup for the run is
shown in figure 4 (left). The model was run with 10,000 particles in 2D cylindrical geometry with SPHC.
The EOS is Gruneisen, and the strength model is elastic/plastic. The spall strength was set to 6 kbar. The
projectile is a disk of radius 0.95 cm, thickness 0.0868 cm, and velocity 10.0 km/s. The shield is a plate of
thickness 0.127 cm. Both projectile and shield are made of 6061-T6 aluminum. The "hull" or witness
plate was placed 11.43 cm beyond the shield, has thickness 0.32 cm, and was made of 2219-T87 alumi-
num. On the right of figure 4 we show the material configuration at 16 lts, just as the debris reaches the
hull plate. In this case the entire cloud of debris is liquid at the vaporization temperature, indicating a
mixed phase region. A dense column extends downward from the shield to the hull with nearly constant
density of about 0.1 g/cc and a linear velocity profile. This column is about 1/2 projectile material and 1/2
shield material, as expected. The central core is surrounded by a halo of lower density material, extending
to a shell of extruded shield at the outer edge. The maximum velocity of the debris is found to be nearly
equal to the impact velocity of 10.1 km/s. This result agrees very well with UDRI experiments (Schmidt,
et al. 1992, fig. 13a). A low density shell of material travelling at 14 km/s was observed in the Sandia ex-
periment, but does not appear in this simulation.

6; .- I

disk V-10 km/s e

0shield alt

aluminum

bullb-10

-10 -6 0 6 -10 -5 0 5 10

X X

Fig. 4. Left: initial configuration for the simulation of WS- 12. Right: configu-
ration at secondary impact at 16 Its.

Figure 5 shows a details of the hull at 16 and 28 pts. At 16 p~s the impacting liquid material has fully va-
porized, a liquid layer has formed at the surface of the hull material, and strong hydrodynamic instability
has developed at the interface. At 28 pLs the hull is fully ruptured and hot vapor has begun to flow to the
rear of the impact point. The times of hull deformation and rupture agree well with experiment and both
show a hole diameter of about 2 cm.
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Fig. 5. Detail of the hull showing development of the hole and surface insta-
bilities. Left: at 16 ps, right: at 28 ps. Note change of scale.

Another experiment, designated WS- 11, or NASA-il1, was also modeled. This experiment was simfilar to
WS- 12 except that the projectile radius was 0.60 cm, thickness 0.0953 , and velocity 10.5 km/s. This im-
plies about half the mass of WS-12. Shot WS-11 did not penetrate the hull, although some hull damage
was observed. A model similar to the above WS-12 simulation was run with WS-1I1 parameters, and pro-
duced a ruptured hull similar to that observed in figure 5. Chhabildas, et al. comment that the projectile
may have been distorted in some or all of the experimental shots, and this may have been the case for shot
WS- 11. The model was therefore re-run with a slightly "cupped" projectile, achieved by replacing the
disk with a shallow cone with slope 0.25. Figure 6 shows the configuration for this simulation, again at 16
ps. In this case the hull has not ruptured, since the debris is considerably dispersed at its leading edge. The
exact symmnetry of the simulation, however, has formed virtually all of the projectile material into an ar-
row of dense material that is arrayed along the axis of the simulation, and does produce a small hole in the
hull at later time. Asymmetries present in the experin-ent probably break up this "a-row", resulting in the
several scattered damaged regions actually observed. A 3-dimensional simulation of this case is planned
to test this hypothesis. The SPH results shown here are in general agreement with the CTII code results
shown in Chhabildas ct al. (1991).
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Fig. 6. The WS- 11I simulation at 16 ~ts, showing intact hull and projectile "ar-
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OBLIQUE IMPACTS

The calculations of a sphere obliquely impacting a bumper modeled a NASA impact experiment similar
to EHIC (Schonberg. et a]. 1988). The sphere was made of 1100 Aluminum with a radius of 0.476 cm, a
velocity of 7.0 km/s and a 60 degree angle from the normal. The bumper was 6061 -T6 Aluminum with a
thickness of 0. 16 cm. The calculation was done in 3 dimensions using 60,000 particles. The equation of
state used was Gruineisen. The strength model was elastic perfectly plastic with a shear modulus of 265
kbar and a yield strength of 0.345 kbar for the 1100 Al and 2.75 kbar for the 606 1l-T6 Al. The configura-
tion after 20 microseconds is shown in Figure 4, side projection. Some projectile material scraped from
the top of the projectile upon impact has slid along the plate and continued to the left, followed by ejected
target material above the plane of impact. The long feature so formed is travelling ballistically to the left -

there is no boundary beyond that shown in the figure. Below the plane, the projectile material is located at
the left edge of the debris cloud, while target material forms the bulk of the rest of the cloud. T7his config-
uration is matched almost identically in unpublished experimental results obtained by Piekutowski at
TJI)RI (experiment 4-1439).



I ' ' I ' ' ' I ' ' density

2.72

10 2.54

2.36

2.18

• •b • •.•;:•..-;j..1.99

,,., .%-:-•.'.:•1.81
0F

1.63

1.45

-10

I I I I I I I I I I I I •:

-20 -10 0

X

Fig. 7. Oblique impact model, projectile is a sphere entering at an angle of 60
degrees from the normal moving from top right to bottom left. See text
for details.

SUMMARY.

The technique of Smooth Particle Hydrodynamics shows considerable promise for simulations of hyper-
velocity impacts. Of special interest is its ability to produce and track debris fragments, allowing compu-
tation of secondary impacts over unlimited distances.

The SPII codes at LANI. are currently undergoing tests on a variety of applications, and are in the devel-
opmental stage of code and material properties upgrades. The results so far are encouraging, and further
improvements should produce a useful and unique tool
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ABSTRACT

Cratering experiments performed under carefully controlled conditions at impact velocities ranging from 3
km/s to 30 km/s into a wide variety of target materials are presented. These impact experiments use the 6
MV vertical Van de Graaff accelerator of the Ion Beam Facility at the Los Alamos National Laboratory to
electrostatically accelerate highly charged iron micro-spheres. The sub-micron spheres, from a random
size distribution, are shocklessly accelerated along an 8 m flight path. Ultra-sensitive charge detectors
monitor the passage of the projectiles at a rate of up to 100 projectiles/second. An online computer
records and displays in real time the charge, velocity and mass of the projectiles and provides cross
correlation between the events observed by the several in-flight charge detectors and impact detectors.
Real-time logic controls an elet 'rostatic kicker which deflects projectiles of selected charge and velocity
onto the target. Thus each expcriment consists of an ensemble of 10 to 40 impacts onto a single target
within a narrow window of the projectile parameter space, providing excellent statistical resolution of
each data point.

The target materials used include single crystal copper and single crystal aluminum, gold, and quartz
as well as pyrolytic graphic and epoxy used in composite materials of interest to space applications. We
also conducted impact experiments onto thin Mylar and nickel foils. This paper presents these
experiments and summarizes the cratering characterization performed to date. Emphasis is placed on
cratering results in several materials over a range of impact velocities.

INTRODUCTION

The work presented here has been funded in support of space applications for which the physics of impact
under exceedingly high closing velocities constrain the technical development of space systems. In these
cases, where the upper velocity range of interest is not accessible with existing macroscopic ballistic

71q
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ranges, we have used microscopic projectiles accelerated electrostatically to explore this ultra-high
velocity region of impact phenomenology. We have employed Van de Graaff accelerator technology
(Keaton, 1990, Stradling 1990, ldzorek, 1990) developed under the space program (Friichtenicht, 1962,
1962, Lewis, 1970) to accelerate spherical iron projectiles, which though microscopic, are bodies
consisting of millions of atoms and so are relevant to continuum impact experiments. The Ilypervelocity
Microparticle Impact (IIMI) project has had the objective of obtaining quantitative cratering data over a
span of velocities and in materials relevant to space applications.

As part of the task, we have necessarily needed to address the relevance of microscopic experiments to
macroscopic impacts. In so doing, we examined a number of potential processes which might interfere
with size scaling between micro and macro size impacts. These processes may depend on the size,
temperature, or shock front thickness of the impact at the micro-scales of the IIMI experiments.
However, only two of these appear to affect the scaling.

The first obstacle to size scaling is target inhomogeneities of the same scale as the crater size. Target
materials with inhomogencitics of this scale were avoided where possible. Targets were prepared to be
homogeneous and without bulk or surface non-uniformities on the scale of the impact craters. Special
single crystal copper and aluminum targets were used to avoid effects of pre-existent crystal domain
boundaries. Target surfaces were lapped and chemically etched to avoid a depth dependent strength
variation from surface work hardening which might result from mechanical finishing processes like
diamond turning.

A second, more subtle, process appears to modify simple size scaling from macro to micro impacts.
This is the increase of material strength at the very high strain rates which are characteristic of very smadl
impacts. The analysis of this effect is presented in a companion paper (Walsh, 1992).

The existence of cratering data over the range of impact velocities and cratering strain rates presented
here has proved to be a stimulus to the further development of impact models, material strength models
and hydrodynamic code treatments of impact processes. In particular, there is work presented in these
proceedings where the IIMI data is modeled using the hydrodynamics codes; SPII, MESA, EPIC and
CALE (Wingate, 1992).

DESCRIPTION OF F-XPI RI MI-NT CONFIGURATION

The hyper-velocity microparticle impact experiments discussed here are a refinement of the experiments
presented at the 1989 IIVIS by Keaton, 1990.. Particular emphasis has been placed on insuring that the
projectiles which impact the target are of known mass and velocity. All of the impacts discussed ere are
made at normal incidence to the target surface. All are made in a vacuum of approximately 10 torr. In
all cases the impacting projectile was iron, obtained from a carbonyl iron powder (Japka, 1988) of
spherically shaped, solid (99.9() iron particles of random size as shown in Fig. 1.

The particles are charged by passing them across the point of a high voltage tungsten needle, where a
high field strips electrons out of the conductive sphere. The positively charged spheres are then injected
into the acceleration tube of a 6 MV Van dic Graaff accelerator, where they are shocklessly accelerated
along an 8 m path to their final velocities. Particles coming into the accelerator are random in size, with
diameters ranging between a micron and 10 nanometers as shown in Fig. 1. The final velocities of the
projectiles are determined by the acceleration voltage and by the charge and the mass of the projectile,
both of which latter parameters vary with the projectile radius as detailed in Keaton, 1990. The smaller
projectiles can be accelerated to much higher velocities than the larger projectiles.

As the projectile stream exits the acceleration region of the accelerator, it drifts through a redundant
set of shielded cylindrical, highly sensitive charge detectors.

Projectile Selection for Mass anl Velocity

In the previous experiments, mass and velocity selection was attempted by first deflecting the projectile
stream away from the target location by passing the stream through a pair of high-voltage deflection
plates which served as a "kicker." When a projectile of interest was identified to have the desired
combination of mass and velocity, thc deflection plates would be quickly shorted to ground potential.
letting the projectile pass through to the target. The mass of the projectile is inferred from the charge
measured by the charge detectors.

While simple to execute and align, this technique relied on the deflection system being able to deflect
all unwanted particles from the target. In practice it did not discriminate effectively against all projectiles
coming through the system, including uncharged particles and scattered debris from collisions with walls
and baffles. To eliminate the uncertainty in which particles were allowed onto the targets for the present
impact experiments, we modified the sclection apparatus from that reported in Keaton, 1990.

The current projectile selection technique places the target in a location offset from the beam path by
1 cm and then deflects selected projectiles onto the target. The "kicking" pulse on the deflection plates
can be quite short, insuring that the projeclilcs of interest may be deflected without also affecting much
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Fig.) 1. limpact mug projectiles are 99(K1( ironi, obtained t'romn a arbonyl iron
powvder of'sphcnical IN, shaped, solid iron particles of- ramndomn silL'

T[he effectiveness of this selectioni technique is evax u mid baloinig an ensemble of proJectiles of a
given charge and velocity to collect onl a single target disk and by examining the spread inl thle diameter of'
the craters which are formied. We have found that the datam ensembles c ollectetd inl this manner have very
little spread inl thle crater site. With this evidence of positive discriminat 1,1ionl, we canl Coll idei[it ly assign
pro~jectile velocities anid masses to thie craters Iformed on thle targets.

Cak-ulaed Pariich Trje floies

Jo accelerate and control particles that are massive by Van de (irdaf accelerator stan(Lards without risking
severe damage to thie accelerating structure, it was necessary to calculate the behavior of thec particle,; inl
the Van Dc (riraff accelerator and associated systemis. 'lhe Van de ;raaff system consisted of a series of
electrostatic and magnetic deflectors and lenses with beam profiling sensors interspersed between them.
'Ilie Van dc ( ra1mff operator tunecs thle beamn by adjusting the deflectors and lenses and theni observing the
beam image oii [the seiisors. While the iron particles were more highly charged than thie ions normal ly
usedl, there were many fewer particles than ions resultiiig inl integrated beam currimlns below the detection
threshold of thle beamn profiling sensors, rendering lihe senisors useless for our experimeiits. A quick
calculation also showed tha~t thle magnietic systems we~re inefflective with iron particles due to thle
extremely poor charge to mass ratio (if the particles which required magiietic field strengths beyond the
capability of' the systemn. Fortunately a purely electrostatic system can accelerate and focus particles
ind~ependlent of the charge, mass, or veclocity of the particles. By using tile electrostatic beam optics codec
O PTIC' If we were able to calculate thle trajectories of the iron particles and set thle electrotatic tlens
potent ials before accelerat inrg particles. 'ni is av'oided the possibility of highI velocity particles striking and
damaging thie Van de (xirf'f* accelerator beam tube electrodes. [flie trajectory cal"culat ions allowed thie
optimal placemnent of' collimating slit~s and shields to insure onlly thle well-behiaved particles (i.e. not
(lebris) reached tlhe target.
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SELECTION OF MATERIALS AND VELOCITY RANGE

The objective of this series of IIMI impact experiments was to obtain crater size data from a range of
impact velocities, from 3 km/s to 30 kin/s. in a variety of materials relevant to the evaluation of
computational deformation models and codes as well as materials relevant to applications in space. Gold
had been suggested as a material which is straight forward to model computationally because of its
malleability and inert nature. Although gold was later determined to not be as ideal for computational
modeling as initially supposed, we did complete a data set in solid gold targets which were micro
machined and then chemically lapped to eliminate work hardening of the impact surface. The metals,
copper and aluminum, are both represented in a wealth of impact data obtained in macroscopic impacts at
velocities up to 6 km/s at conventional ballistic ranges. Single-crystal samples of both of these common
experimental metals were impacted over a wide range of velocities. We chose to experiment with single
crystals of metals because of concerns that small scale crystalline structure in the material might affect
the crater size reached at stagnation. As with the gold targets, the impact surfaces were diamond turned
and chemically lapped.
Because of the importance of quartz to space optics and windows, we impacted quartz samples. These
samples were prepared with annealed surfiaces. Likewise, we examined the craters resulting from impacts
in an epoxy formulation used in composites common to space vehicles as well as pyrolytic graphic
crystals used in space composites. Another material common to space applications which we impacted
was thin Mylar foil.

Targets

The targets were in general disks 3/4" and 1/2" in diameter and between one and several mm thick
(infinitely thick for the purposes of the microparticle impacts). The thin foil targets of Mylar and nickel
are the only exceptions. The targets were positioned on a carousel wheel with 18 positions in a small
(12" x 10" x 8") vacuum chamber at the bottom of the free flight path. Targets adjacent to the beam
focus were shielded from any debris or stray particles from above. A charge-collecting Faraday cup (with
an axial hole for the projectiles to pass through) was positioned above the target to detect impact plasma
for impact verification.

EXPERIMENTAL REtSULTS

Extensive crater data were collected in th,' fonn of ensembles of craters created within a narrow projectile
parameter window of mass and velocity The velocity was generally constrained to a range of 1/2 km/s
around the velocity of interest. This vclocity acceptance region was expanded to I km/s in cases when the
projectile fluence in the parameter window of interest was particularly slow. The range of projectile mass
was constrained by the projectile flux and by the time required to obtain a satisfactory ensemble of
impacts, generally between 10 and 30 impacts. Accumulation times for a given parameter set could
extend to several hours.

Figure 2 shows graphically the array of data obtained as crater ensembles on all of the target
materials. A subset of these targets was examined with a scanning electron microscope (SEM) and crater
diameters were determined. Stereoscopic data was recorded in the form of a pair of Polaroid photographs
taken at ± 4' from normal for each target examined with the SEM. Ideally we would prefer to measure
crater volumes by determining the crater depth as well as the diameter. Computer modeling of these
impacts indicate that the elongation from hemisphericity may be expected in these target materials
(Wingate, 1992). Funding shortfalls have prevented us from measuring the craters on all of the targets
and also from analyzing the stereoscopic data in detail to determine crater depths.

Detailed data of the projectile size and velocity distribution are obtained with each experimental run.
These data are used to validate the measurements and are archived for later reference. Table I is a
summary of the data obtained to date from the I IMI project.

Qualitative SEM crater images are shown in Fig.'s 3 through 10. In general the crater shapes are
circular with a lip formed above the edge of the crater. Copper, gold and aluminum crater morphology
was typical with some characteristics unique to each material. The lips of aluminum ame much finer than
those in copper and gold and even appear transparent to the electron beam used in the SEM. Copper
exhibits a uniform texture of what appear to be micro-spallation features inside the craters. Quartz forms
a definite melt region around the crater in the middle of a larger spallation zone (Fig. 7).

Exceptions to the typical crater characteristics were seen. One example of non circular craters is in
single crystal copper samples for which the target surface was oriented in the 110 plane of the single
crystalline sample. In this case the material strength is anisotropic and the craters formed in the material
are elliptical (Fig. 6). Single crystal copper samples oriented in the symmetric 100 plane form circular
craters on impact (Fig. 5) as would be expected from the symmetry of the strength tensor.
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Table 1. A compilation of the crater data. The data is tabulated by run number
and date with target material, projectile velocity range, projectile mass
range, number of ineasured impacts, average crater diameter, and the
standard deviation of the crater diameter data.

Target Velocity Window Craters Avg Dia Std Dev Mass Std Dev Mass
ID km/s km/s Found pm pm femto gm fgm % Notes

AL SC 6.5 1 24 2.84 0.2 2359.0 251.0 11%
ALSC 8.5 1 28 2.19 0.11 671.0 80.6 12%
ALSC 11.0 2 13 4.18 0.11 2952.0 205.2 7% 1
ALSC 12.5 1 19 2.90 0.09 1017.0 79.0 8%
ALSC 14.5 1 11 2.53 0.18 557.0 79.2 14%
ALSC 16.5 1 40 2.01 0.18 244.8 52.0 21%
ALSC 18.5 1 29 2.48 0.06 276.0 13.8 5%
ALSC 20.5 1 33 1.70 0.12 92.2 15.7 17%
ALSC 22.5 1 21 1.77 0.23 99.9 25.3 25%
AL SC 24.5 1 11 1.82 0.18 79.7 19.8 25%
ALSC 27.0 2 38 1.86 0.31 57.7 21.1 36%
ALSCD 6.0 1 8 2.94 0.10 2415.5 253.6 10% 2
ALSC D 10.0 1 10 1.74 0.06 230.7 18.5 8% 2
ALSC D 12.0 1 5 2.33 0.12 389.3 28.7 7% 2
ALSCD 14.0 1 24 2.06 0.10 289.5 21.3 7% 2
CUSC 5.5 1 27 2.58 0.09 1522.6 105.8 7% 3
CUSC 7.5 1 22 1.51 0.09 240.9 30.4 13% 3
CUSC 10.5 1 22 2.02 0.21 350.5 96.5 28% 3
CUSC 12.5 1 15 3.98 0.35 1888.5 447.0 24% 3
CUSC 14.5 1 8 3.39 0.16 848.4 114.5 13% 3
CUSC 16.5 1 26 2.75 0.09 517.1 23.2 4% 3
CUSC 18.5 1 22 2.52 0.12 355.0 22.1 6% 3
CUSC 20.5 1 24 2.38 0.13 233.8 42.8 18% 4
CUSC 22.5 1 25 1.84 0.05 111.1 7.7 7% 4
CUSC 24.5 1 24 1.67 0.10 85.8 11.9 14% 4
El0 12.5 1 23 1.12 0.11 1707.1 341.6 20%
Q14 24.5 1 21 0.69 0.09 88.3 13.4 15%

1. Craters are larger due to the large kicker window set for the run.
2. These single-crystal targets were diamond turned but not chemically polished.
3. Single crystal Cu target cut for 100 face.
4. Single crystal Cu target, 110 face, Dia. is AVERAGE of minor and major diameters.

Epoxy (Fig. 8) and Mylar (Fig. 9) arc much more volatile than the other target samples impacted and,
perhaps for that reason, did not form lips around the edge of the craters. In the Mylar foils, the strength
tensor is anisotropic due to the dircctional stretching of the plastic which takes place in forming of the
foil. An elliptical hole is formed by impact (Fig. 9), Other interesting crater pathology is noted in the
epoxy samples. From the stereoscopic images it is apparent that instead of the semi-hemispherical craters
formed in the metals and glass, the craters in epoxy are cavity shaped with the opening at the surface
smaller than the largest diameter. Typically a roughly hexagonal fracture structure in seen in epoxy (Fig.
8). The 5 p.m thick nickel foil is substantially thicker than the crater depth and so formed craters similar
to the other metals.

Quantitative trends in cratering effectiveness as a function of impact velocity may be seen if the crater
data are plotted as a ratio of crater volume to projectile volume, V/V0 as is typical in the impact
literature. Because of the difficulty of extracting crater volume from SliM images, we normalize a
volume-like quantity, crater diuneter cubed, to projectile mass (which is also proportional to the
projectile volume) and plot the ratio against projectile velocity in Fig. I1. This alternative to crater



724 G. L. SIH'.lal I%(. ci a1.

volume is not completely satisfactory because craters are known to deviate from hemisphericity;
nonetheless, this analysis can give some comparison of the range of data.

0 Target has been scanned on SEM 0 Not Measured

lPyrolytic graphize -- A A A A A a A b A A

Mylar foil- 0 00 0 0o 0 0 0

. Nickel foil -- o3 r 0 • 0

Quartz - 0 0 0 0 0 0 OS

Epoxy - , a a A A A a A

- Copper (SC) - * * * •

Gold - a 0 H 0 0 0

Aluminum(SC) - So 0o 0 oo SO 9 o o 00 o Go•es

0 5 10 15 20 25 30
Velocity km/s

Fig. 2. This represents the array of target materials and impact velocities for
which cratering samples collected. Only one velocity value was
permitted per target. The solid symbols represent cratering samples
which have been measured under the SEM. The targets which have not
been examined are indicated by open data points.

Fig. 3. A SEM micro-photograph of a 1.86 pm Fig. 4. A SEM micro-photograph of a 2.2 Pm
diameter impact crater in single-crystal diameter impact crater in a gold target
aluminum target from a 58 femto-gin from an iron projectile traveling
iron projectile traveling 27 km/s. The 15.5 km/s.
lips of the aluminum craters are finer
than those formed in denser materials.

Figure 1 shows the crater data in both single crystal copper and single crystal aluminum targets. In
addition to the microscopic impact data, several macroscopic impact data points of copper impacting
copper and of aluminum impacting aluminum are shown. The impact parameters of the macroscopic data
are shown in Table 2. Macroscopic impacts data are not available at significantly higher velocities for



direct comparison. The difference in the 1)3 /m between the macroscopic and microscopic data at the same
impact velocity indicates that although size scales with moderate lidelity over four orders of magnitude in
linear dimensions, the scaling relationship is imperfect without some factor which corrects for the size of
the impact. As mentioned above, the strain rate of the cralering deformation is linearly dependent on the
projectile size and at very high strain rates, the material strength increases with strain rate. A detailed
discussion of this difference and a means for compensating for strain-rate induced strength changes is
presented in the companion paper (Walsh, 1992).

Fig. 5. A SEM micro-photograph of a 2.5 pin Fig. 6. A SEM micro-photograph of a 1.84 tim
diameter impact crater in a single- average diameter impact crater in a
crystal copper target from a single-crystal copper target from a
355 finto-gm iron projectile traveling 111 fcmnto-gmn iron projectile traveling
18.5 km/s. The target face is cut parallel 22.5 km/s. This face is cut parallel to the
to the 100 crystal plane. Copper 110 crystal plane. This crystal plane
typically exhibits small scale spallation produces elliptical craters characteristic of
features in the craters. anisotropic stress values in 'he material.

Fig. 7. A SEM micro-photograph of a 0.6p in Fig. 8. A SEM micro-photograph of a 1.7 pico-
diameter impact crater in a quartz target gin iron impact in an epoxy target at
from a 88 femno-gin iron projectile 12.5 km/s. Thc hexagonal fracture
traveling 24.5 kin/s. Craters in quartz structure is typical and the cavity of the
typically exhibit a incited crater lip crater appcars to be larger than the crater
surrounded by a larger spallation zone. opening.
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I i g.~. A SEI m icro-phioloeaph of' a 1.3 pml I -ig. 10. A SFlNI inicrio photograph of it 1.6 pin
diametcer impact crater inl a 1.5 pml thick dimunetcr impact crater in a 5 pin thick
NI v Jar filIm target from an iron nick el foil target Ifroif ~in iron
projectile traveling 15 kin/s. M\ -lar projectile travecling 17.5 kin/s.
filmns are stretched in production and so Spallation bubbles wcre formned oin the
prodluce elliptical craters characteristic of' hack side of these foils when the Crater
anlisotropic stress values inthe 11n aterial. size approached the foil thickness.

1 20

I W ate. sitage.

60

E 40gil0

- 20 (6iI grill
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F~ig. 11. Crater data Iroyircth several maicrials impacted. Ile (data tire plotted as
(crater diamecter- / projectile £nLss) versus imipaict velocity Plotted wcith
the microscopic data are sets of' macroscopic impact data both in
alumrinumi and in copper. Thle mickroscopic data of im~pac ts inl both
copper and in aluminuntm exhibit interesting plateaus ais thecy dec iate
from (he empirical late stage eqtui%,.lctice model. Phase chauiges inl the
target mnaterial with increasing impact '% eloc it' may be responsiblc for
these plaecaus. The microscopic impact cratcrs are soinewhat smaller
than might he expected from simple size scaling. as discussed inl the
companion paper (Walsh, 1 992). Thle impacts ini qua~rt, andu ill epoxy
deviate strongly from the inetiuI da~ta. This dif ferenc e may be attributed
to iion-liemispierical craters. whlich Iiire not takcn inito accotunt by4 a
crater-lip diamet~er paramieter.
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Table 2. The parameters corresponding to the macroscopic data presented in
Fig. 11.

Material Mass (gim) Diameter (cm) Impact velocity (km/s) Crater d~ameter (cm)
Aluminum 20 2.4 4.28 8.57
Aluminum 60 3.5 4.0 11.1
Copper 0.15 0.48 6.5 1.9
Copper 0.50 0.32 6.0 2.8

Without detailed knowledge of the impact process, late stage equivalence indicates that the quantity
D3 /m should increase with v -74. A curve showing that trend is plotted with the microscopic data. A
second observation of interest is that while the microscopic data follow the late stage equivalence curve,
they tend to fall below it and also there are two definite plateaus in both the copper and the aluminum
data.

CONCILUSIONS

We have performed impact cratering experiments over a wide range of impact velocities, above those
normally accessible with standard ballistic range. We have impacted a variety of materials which are
interesting both for practical engineering applications and for the simplicity of their deformation
characteristics for computational modeling. These experiments represent a region of extremely high strain
rates and compel the examination of the scaling relationship between micro and macro impacts. The
results of these experiments have challenged the limits of both theoretical and computational modeling of
deformation physics. We have obtained a wealth of impact data in the form of cratered targets, many still
awaiting analysis. However, in the measured data we see considerable phenomenology which is not
easily explained.
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ABSTRACT

Many materials and techniques have been developed by the authors to sample the flux of particles in Low
Earth Orbit (LEO); and through regular in sitit sampling of the flux in LEO, the materials and techniques have
produced data which compliment the data now being amassed by Long Duration Exposure Facility (LDEF)
research activities. A comparison of the data provided by LDEF studies with data derived from the analysis
of other materials which have been exposed to the space environment has been ongoing. In order to augment
the amount of material returned in a form which can be analyzed on Earth, the survivability of the experiment
as well as the captured particles has been assessed. Using Sandia National Laboratory's hydrodynamic
computer code CTH, hypervelocity impacts on the materials which comprise the experiments have been
investigated. The progress of these studies will be reported

INTRODUCTION

Space-based systems exposed to the extreme environment of Low-Earth Orbit (LEO) will avoid catastrophic
failures only if the materials which compose them can provide a "shield" against the effects of continuous
hypervelocity impacts. Extensive research has been conducted to characterize the effects on materials
subjected to hypervelocity impacts by large masses. Even though the large mass impactors carry the highest
probability of precipitating a catastrophic event, the number of large mass objects which might be
encountered by an exposed surface i:7 LEO is believed to be quite small. However, the size distribution of
objects a surface will encounter in LEO has not been adequately characterized, especially for that portion of
the distribution which contains the largest number of objects, i.e., the smallest. In order to provide in situ
data depicting the size distribution of the most numerous objects in LEO, an experiment has been designed
and successfully flown in the Science Applications International Corporation (SAIC) Interim Operational
Contamination Monitor (IOCM) aboard the US Space Shuttle (STS-32, STS-44), and the Particle Impact
Experiment (PIE) aboard STS-46, and STS-52. Each of these shuttle secondary experiments have been
scheduled for flight on STS-56 (PIE) and STS-63 (IOCM). As a result of the experimental activities
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associated with Carl Maag's IOCM missions, an opportunity te participate in the European Space Agency's
European Retrievable Carrier (EuReCa I) on the Timeband Capture Cell Experiment (TICCE) has been
provided for a nine-month exposure at 525 km for a large surface area thin film experiment.

EXPERIMENTAL DESIGN

Characterization of the orbital debris and micrometeoroid complex which any surface will encounter in LEO
implies an implementation of several concurrent processes. Foremost, there should be a means to sample
in situ tne flux with a frequency which can establish good statistics for multiple samples. There also should
be access to that environment for..- e..xtended period, e.g., LDEF,. Ad EuReCa, so that the existence of any
temporal fluctuations in that flux can be identified. The experiments flown can be passive sensors if the
materials can be easily returned to Earth. In fact, the complete analysis of the LEO environment cannot be
adequately conducted without repeated examinations of materials which have been exposed to the extremes
of space. Hence the experimental design which can provide a much needed investigation of small grains,
Dp 10 cm, would be a passive sensor which could both detect and capture constituents of the orbital debris
and micrometeoroid complex.

Passive Sensor Development

In an effort to develop such a system of sensors, the authors have designed and tested several prototypes on
STS mission, The primary means to test these devices has been in the IOCM created by Carl R. Maag of
SAIC. The IOCM contains an array of passive and active sensors which continuously sample three
orthogonal directions in the STS cargo bay. Fig. 1. depicts tl,e position of the IOCM during the LDEF
retrieval mission, STS-32.

SI

Fig. I. Position of IOCM in STS-32 cargo bay during LDEF retrieval mission.

STS-32 Flown Fi,,is

The primary objectives of the STS-32 Experiment were to sample the LEO orbital debris and micrometeoroid
complex and to conduct a prototype test-flight of the BUSSL thin films and holders. An initial design goal
of the STS-32 Experiment was to test a thin film with a thickness of less than I pm and with a combined
density of less than 3.0 g/cm 3. The basic design of the STS-32 Experiment suspended a thin film above an
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impact plate. Fig. 2. shows an exploded diagram of the design which was flown. The thin film holders.
machined by BUSSL, workers. were made of 1100 aluminum (9914 pure). Situated 1.8 mm below the thin
film, each unit possessed a highly polished impact surface on which wats sputtered 20(XX) A gold. The
manufacture of the ultra-thin metallic films required expertise not immediately available at BUSSL.
Consequently, a contract wats let to Arizona Carbon F'oils (ACE) to deposit 0.68 pm of aluminum onto a440)
A carbontfoil overa 30-linle-per-inich. 901/c transmissiye grid (Buckbee Mears). Each film was then mounted
onto at steel ring with 25.40mnm O.D. x 20.32min ID. x 1. 143mnm thickness using Y-966 adhesive provided
to ACE by Carl Matag of'SAIC. Of the three units which were shipped directly to SAIC. two were placed
into thle 10CM, leaving one for control.

I 1FF I \1\1\( l ', ( kINF l SI ) M \FAINIAI\ MIF Ui S l 1\ 150F k IM KIt~ K (,Rif) V.FFF(H0f71 fV FF
INFF (;RilY0 HHI FF 5111FF AS 511131 III liFK %iL \CIFIF \l II\ ND k) 1 1 111 1FFIF If M1

10)1' VIF IF FV 0 1 %11 RF ASSW %IH I.) Soo A Al F N51151% 51F15 I oH 7oo( A MVIIIi F 1 0f1 5F FV - 11, WFFFF
551 FF [IFI% M IF N \ 1,11 F IF IAF O \(;l P (AFIFFO 111.11) IN III .5( 105 Y-o''I 2000A .01 (.I 01 5 DON FAl

Fig. 2. Exploded View (Ifthe 13USSI. Impact Uinit Flown on STS missions.

.STS-44. SI-46 wnd atlier.575 Films

Once the durability ofthe thin f-ilms and the integrity of the niounting structure had been established by the
STS-32 flight, the next STS experiments suspended ultra-thin films (thickness, Tf, 0. 1 pmll above an impact
plate on which was sputtered 200( A of gold. Six identical units, fabricated at BUSSL. possess films of 5W(
Aal uminum depositled onto 200 A carbon. One unit flown on STS-44 has., been returned for analysis, while

three units have been flown on the STS-46 mission earlier this year. Thle analyses on these films and impact
plates have been undertaken at BUSSI. and at SAW once each (If the STS missions has been completed.
Although the primary objective of' the STS experiments wats to sample the LU) orbital debris and
microlnecteor(Fid complex. an additional dlesign goal for these experiments was to test the survivatbilit of an
ultra-thin filmn with at thickness (Ifless than '50 A which p(I55C55Cl at dlensity of less than 3.0 gf/cin 3. When
thle ratio (of the particle diameter, DP, to the film thickness. T,, viz., D~T.is large and the dlensity of the
material composing the IilIin is cFmparalble to thie impactin ig rain (Ppp= pf0 thle fragmentaltion (If thle penetratimg
grain will be reduced. Consequently, large fragments of thec incident grain will imIpact thle g l~d-cl ated
.al umi num impact plate below thle 11 tra-thi n IilIin.

As a conlc(lucnco: (Ifthe experimncrtal experience (lerivecl during STS missions, the authors have produced
aind dleliveredl experiments for the European Space Agency's E~uropean Retrievable Carrier (E'uRe('a I
which will provide a nine- month exposure att 525 kml for similar thin filmn experiments. The data to he
returnedl by the E'uReCa I experiment will he prodluced through iallexaminaiitionof the morphologyof primary
aind secondary hypervelocity impact cratters. Primary attention will be paid to critters caused by ejecta
produced (luring hypervelocity impacts Fon (different slibstrates, e.g,.. go~ld. aluminum, palladium, and at
(liffere~nt aingles ofI incidence, viz., 45'. 35', 2", 0. Frontm tilese daita one can dleerminiinet the s i e dis"tri but io n
(Ifejecta by means(it witness, plates and co~l lct fragenilts (If ejecta frFiml cratters by means Fof mnomentum)
sensitive mnicrO-polre foam. With an esýtablished etecta si/e (listribotition aln(] with the deterilination of total
Inotrientat(fl each e jecteo particle. ii velocityd(istributit Fn by angle will be den ved, given that the ejecta numuber
density is a str(Fn- funFctio~n of thle angle: taken w.r.t. thle slirfacc nri~nial (If thle impact target.



EuRc(Ca I Eiperim'ntal Design

Each 100 mm x 100 mm1 x 8 manm unit possesses an ultra-thin aluminum film (nominal Ti< 500 A) stacked
above a coated substrate (Fig. 3.). The plane of each film contains 100cm 2 of impact surface under which
a Buckbee Mears (90% transmissive) grid is placed to support the ultra-thin film. Each mesh has been
covered with an aluminum-coated epoxy layer nominally 5 pm thick to inhibit production of X-rays by
20keV electrons during laboratory analyses. An estimate of the trajectory of grains within the experiment
can be derived from analysis of penetrations made in the thin film and impact sights. Beneath the thin film
and above the substrate a network of collimating plates have been constructed. Each highly polished 0.625
mm thick 3300 aluminum plate is 100 mm long with a height of 8 mm, and possess slots so that itcan interlock
with perpendicular plates. These divisions insure that grains whose velocity vectors make a large angle with
respect to the surface normal of the 500 A film will not impinge on another cell but will impact the witness
plates of a specific cell or be stopped by a thin film. The 3300 aluminum witness plates will also record the
demise of "barely" penetrating grains. The underside of each thin film will be investigated to assess the
constituents of debris clouds deposited on each thin film. The primary function of the 3300aluminum witness
plates near the substrate will be to record the ejecta produced when a hypervelocity grain encounters a semi-
infinite stopping plate. viz.. the substrate, which has been coated with 2000 A of gold. Each portion of the
substrate surface need not be normal to the particle's incident direction. In fact, since the grains which
penetrate the film will be directional, the effects ofoblique hypervelocity impacts can be examined using the
orbital debris and microrneteoroid complex. A maxmium angle of 45' with respect to the substrate surface
normal has been accommodated in the desin of several of the cells.

~r DmDLIDmm

mmmmmmi
U EmEmEmmEm

Fig. 3. BUSSL hypervelocity impact experiment flown on EuReCa I - TiCCE.

EuReE'a I ScE'i," Objectives

Few laboratory hypervelocity impact experiments have investigated thle mechanisms of ejecta creation.
Conscquently. a significant uncertainty attends predictions of what effects high-speed ejecta can have on
surfaces, lying near (he site ofa hypervelocity inipact. For this reason. the effect on materials which will be
i..orporated into the desigin of future Earth-orbiting vehicles needs to be investigated by exposure to long-
duration space flight condlitions. This experiment has been devised to afford opportunities to assess a wide
range of the dynamics ot ejecta created by hypervelocity impacts on various substrates. Experimental data
suggest that an oblique angle hypervelocity impact can create much more ejecta particles than normal
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incidence impacts, and that the velocity distribution of these ejecta particles will be skewed toward higher
values. Therefore, ejecta created in oblique impacts will transfer a significant portion of the impactor's
kinetic energy to the surrounding structures. The effects of this energy transfer can be examined through a
characterization of the morphological properties of impact craters on witness plates using a Scanning
Electron Microscope (SEM) and a digital image processing system. In order to examine this phenomenon
further, there is a need for an experiment which can capture hypervelocity ejecta so that an ejecta size and
velocity distribution may be derived from a non-destructive study. The effects which a variation in the
density of the substrate might have on ejecta production must also be investigated. Hydrodynamic and
molecular dynamics computer programs developed by BUSSL will assist in theoretical establishment of
relevant hypervelocity impact parameters for the full regime of impact events from ultra-thin film
penetrations to semi-infinite targets composed of mixed material systems, viz., metallic surface evaporated
onto a substrate.

COMPUTER SIMULATIONS OF THIN FILM PENETRATION

During the decades ahead a significant amount of material which has been exposed to the LEO environment
will be returned for analysis. Interpretation of the evidence presented by these materials will require
extensive knowledge concerning the failure modes of similar materials subjected to hypervelocity impacts.
An accurate assessment of the properties of obiects which might have created the features evident on the
returned materials will insure that an exact "picture" of the orbital debris and micrometeoroid population can
be developed. To this end, extensive experimental investigations have measured the penetration parameters
of several types of metallic substances in the velocity and size regimes commensurate with that of
Interplanetary Dust Particles (IDPs) and Orbital Debris. Through numerous hypervelocity impact
investigations, Baylor University Space Science Laboratory (BUSSL) researchers have accumulated
experience which has been applied to hydrodynamic computer program development and the utilization the
multi-dimensional hydrodynamics code CTH (McGlaun, S.L. Thompson, and M.G. Elrick, 1990; Thompson
and Lauson, 1984) produced by Sandia National Laboratory. Primarily, CTH will be used to investigate the
relationship between the particle diameter, Dp, and the diameter, Dh, of the hole created in an aluminum thin
film 500 A thick (Tf) for relevant particle sizes, densities and velocities. The results of these CTH runs will
be employed to analyze the penetration parameters of the thin films flown on STS and EuReCa.

EMPIRICAL ESTIMATIONS OF PENETRATION PARAMETERS

Extensive experimental work has established several empirical relationships (McDonnell,Carey, and Dixon,
1984; Carey, McDonnell, and Dixon, 1985) which describe the hypervelocity impact event of thin film
penetration. Interpretations of the solutions derived by use of CTH must be substantiated by a clear
connection with parameters derived by experiment. Through by no means an exhaustive list of penetration
equations, the four listed below are representative equations of the empirically derived penetration limits for
thin films. One important aspect about these equations to notice is the apparent continuity between early
work dating back to 1965 and even the most recent empirical equations.

0.5 087

-- V0.57 D• -0.056 08 75  Fish & Summers (1965)

Tf = 0.635 DP 0.056 pl0 ,0 56  V P 06 7  Cour-Palais (1979)
Dp

Tf_ = 0.772 DP(2 E0.06 p p -. 0 Pailer&Grin (1980)
Dp

T --0.833 D(4 McDonnell & Sullivan (1992)
D (PT OT

Each of these four penetration equations have been plotted versus velocity in Fig. 4. where the material being
penetrated possesses the properties of the BUSSL thin film experiment.
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Fig. 4. Plots of thin film penetration equations for the velocity of 7 km/s.

In order to analyze by empirical means the penetration parameters of thin films like those flown on STS and
EuReCa, one may utilize the Fish-Summers (Fish and Summers, 1965) penetration formula. Given that the
thickness of the metallic foil is 5.00 x 10-6 cm, density of 2.7 g/cm 3, and velocity of 7 km/s, then the minimum
mass which could penetrate the thin film would be:

T 0= K r. 148 M.0.352 V0.667 or Mp Tf 2284 .2x 101=K rf 0.148 v 0.6676

where K =3.56x 10-4 foraluminum. A recent empirical equation reported by McDonnell (McDonnell and
Sullivan, 1992) which gives a measure of the penetration limits for metallic films exposed to the LEO orbital
debris and micrometeoroid complex can be used to derive the following penetration mass limit. These mass
calculations suggest that the thin films can be penetrated by a grain which possesses a mass greater than a
one-hundredth of a picogram. Using the aforementioned equation one finds that:

D= Tif f P. 10.]°476 [ot-4 v 0.73 8 = 3.82 x 10-i; Mp = 7.91x 10x'g.
0.833 LpPJ LOo-

HVls-rPeC 1 rii- Op/Tf 30 ýp 9.00 m/S 1VIS-E.R.Co I rio- Dp/Tf = 30 ýp 9.00 k-/.
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Fig. 5. CTH output to depict the measurement of a film thickness,Tf, a particle diameter, DbP
and a hole diameter, Dh for a thin film penetration at a velocity of 9 km/s.

Of particular interest in these investigations is a specific empirical form which relates penetration hole size
with the diameter of the penetration hole. This experimentally derived equation for the description of the
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penetration relationship for Iron projectiles impacting aluminum films of various thicknesses was developed
by Carey, McDonnell, and Dixon equation (CMD) (Carey, McDonnell, and Dixon, 1985). The Carey,
McDonnell & Dixon (CMD) empirical equation has been compared with the results of computer simulation
of hypervelocity impacts and has been plotted in the following graphs for various velocities of interest for
surfaces flown in LEO.

Pb. = I + 1.5 (( vp03 1 Where n = 1.02-4 exp (09 vp0 9  0.003 (20- vp,)

1+ v vpn

Table 1. Summary of Computer Generated Hypervelocity Impacts§

Aluminum on Aluminum Alumina on Aluminum Iron on Aluminum

Dp/Tf Dh((A) Dh/Tf Dh/Dp Dh((A) Dh/Tf Dh/Dp Dh(A Dh/Tf Dh/Dp

30 15672 31.34 1.045 15772 31.54 1.052 15900 31.80 1.060
25 13570 27.14 1.085 13657 27.31 1.093 13806 27.62 1.105
20 11493 22.98 1.149 11567 23.13 1.157 11418 22.84 1.142
15 9911 19.82 1.322 9732 19.46 1.298 9234 18.47 1.231
10 7687 15.37 1.537 7500 15.00 1.500 7027 14.05 1.405
7.5 5970 11.94 1.592 5807 11.61 1.549 5689 11.38 1.517
5.0 5040 10.08 2.016 4896 9.79 1.958 4239 8.48 1.696
4.0 3970 7.94 1.985 4148 8.30 2.074
3.0 3230 6.46 2.153 3304 6.61 2.203 3526 7.05 2.351
2.0 2300 4.62 2.300 2234 4.68 2.234 2435 4.87 2.435
1.0 1674 3.35 3.348 1689 3.38 3.378 1704 3.41 3.408

0.75f 360 .72 .960 - - ___ I _ I_-_I___

§ Suamary of the CTH computer simulations of normal incidence 7 km/s hypervelocity impacts,
t Only for Aluminum on aluminum are there data for the marginal pentrating event.

100 . . . . .. .. . . . . .._____ ____

0 D /IT -AI->Al
0 D' / T' - A1203->AIX D'p / T r -Fe->AI J

- CMD Equation for v = 7 knits
1 - CMD Equation for v p = 9 km/s

10 -CMD Equation for v = I1 km/s .
P

"D /T =0.7

Sballastic limit

p Ith

0.1
0.1 I 10 100

Dh/Tf

Fig. 6. Plots of values from Table 2. which illustrate the CTH solutions for
various sizes and densities of particles. To compare the CTH
calculations with the CMD equation for velocities of 7, 9, and 11 km/s,
the equations are also plotted.
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Table 2. Summary of Computer Generated Hypervelocity Impacts§

Alumium on Aluminum Alumina on Aluminum Iron on Aluminum

Dp/Tf Dh(A) Dh/Tf Dh/Dp Dh((A) Dh/Tf Dh/Dp Dh(A Dh/Tf Dh/Dp

30 16165 32.33 i.078 16275 32.55 1.085 15918 31.84 1.061
25 14135 28.74 1.130 14215 28.43 1.137 13910 27.82 1.113
20 11955 23.91 1.196 12060 24.12 1.206 11729 23.46 1.173
15 9896 19.79 1.319 - 9708 19.42 1.294
10 8000 16.00 1.600 7506 15.01 1.501

7.5 6150 12.30 1.640 6300 12.60 1.680 5895 11.79 1.570
5.0 5074 10.15 2.030 5373 10.75 2.149 4511 9.02 1.805
4.0 4632 9.26 2.320 4812 9.62 2.410 4300 8.60 2.150
3.0 4030 8.06 2.686 4271 8.54 2.850 3790 7.58 2.530
2.0 3450 6.90 3.450 3609 7.22 3.610 3338 6.68 3.340
1.0 2520 5.040 5.040 2647 5.29 5.290 2692 5.383 5.383

§ Summary of the CTH computer simulations of normal incidence 9 km/s hypervelocity impacts.

100
- CMD Equation for v =7 km/s

---- CMD Equation for v =9km/s

-CMD Equation for v = I I km/s

e Dp/Tf - AI->AI
10 Dp/Tf- Fe->AI

- [B Dp/Tf - A1203->A-

D /T =0.7 -

* ballastic limit -

D =D
p h

0.1 ->

0.1 1 DIT 10 100

Fig. 7. Plots of values from Table 2. which illustrate the CTH solutions for various sizes and
densities of particles. To compare the CTH calculations with the CMD equation for
velocities of 7, 9, and I I km/s, the equations are also plotted.

CONCLUSIONS

A primary goal remains to establish by theoretical and experimental means the limit for the hole-growth in
an ultra-thin film which has been penetrated by a hypervelocity impact. To ascertain that the maximum hole-
growth has occurred, the computer run-time limit has been scaled to film thickness, projectile velocity and
diameter so that the experiment length will be comparable to three times the particle penetration time.
Complete penetration by the particle will have been achieved when the pressure and density parameters
indicate the full attenuation of the shock wave in the target and when the physical dimensions of the hole in
the theoretical calculation no longer increase (Lagrangian tracer points will no longer be in motion relative
to the normal impact components). Data from two-dimensional (2D) computer simulations of the
hypervelocity impact events (Table I and Fig. 6: Table 2 and Fig. 7) which penetrate the STS and the EuReCa
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1 thin films conform to a high degree with CMD equation for all densities tested. The CMD relationship
between the particle diameter, Dp, and the diameter, Dh, of the hole created in a 500 A aluminum thin film
(Tt) for relevant particle and film parameters when compared with other thin film penetration data, is found
to agree. The CMD relationship will be compared with experimentally derived penetration data as well as
with furtherCTH computer simulations at higher velocities, i.e., !1, 15, 19, and 23 km/s, where with higher
velocity a dix'ergennce between CTH calculations and the CMD equation is suspected for the low Dp/Tf ratio
cases. The extension of CTH hypervelocity impact simulations is warranted by the success of the CMD
equation in the preliminary analyses. The good agreement of the CMD relationship for low hypervelocity
suggests that the CMD equation mayu be may be used to analyze in situ data produced by thin film
experiments flown in LEO and to determine the size distribution of particles which penetrate the thin films.
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RESPONSE OF WOVEN CERAMIC BUMPERS TO HYPERVELOCITY IMPACTS

L.E. Thompson and M.S. Johnson
McDonnell Douglas, Huntington Beach, CA

ABSTRACT

The multi-shock shield concept devised by Crews and Cour-Palais.' composed of multiple ceramic cloth bumper
layers and an aluminum back sheet, was used to investigate the response of woven ceramic bumpers to a hypervelocity
impact. Observations made on past hypervelocity impact test data show that areal density is the most important bumper
characteristic for initially breaking up solid particles. Our research has shown that once the solid particle has been
shocked into a cloud of liquid and vapor, the weave pattern of the cloth bumper can influence the ability of the shield
to absorb and contain the energy of the debris cloud.

To design a weave that will absorb particle energy more efficiently, we need to understand the micromechanics of
the interaction between the debris cloud and the cloth bumper. In this paper we discuss our observations on the
response of a ceramic cloth bumper to a hypervelocity impact and the failure mode occurring at the individual strand
level.

SYMBOLS

As spacing between bumper layers

t thickness of each bumper layer

v velocity of incoming projectile

R, weave ratio, number of strands per inch in the warp direction divided by the number of strands per inch
in the fill direction

Rh, average ratio of the length of the hole in the fill strand direction divided by the length of the hole in the
warp strand direction

a distance between cross-over points, unsupported strand length

Ad areal density with units of g/cm 2

INTRODUCTION

The conventional approach to shielding against micrometeorites has been to use a Whipple shield.2 This shield is made
of two aluminum sheets placed a distance apart. The first sheet is referred to as the "bumper." Its function is to
intercept the incoming projectile, shocking the particle and causing it to vaporize, melt, and/or fracture, forming a
debris cloud made up of one or more of these states. The resulting debris cloud then expands and impacts the second
sheet. The second sheet is designed to resist the impulse created by the impact of the debris cloud. This two-layer
shield concept is lighter in weight than a single-wall shield that provides an equivalent measure of protection.

A new shield called the multi-shock shield.' devised by Jeanne Crews of NASA-JSC and Burt Cour-Palais of
McDonnell Douglas Corporation (MDC)-Houston. offers 30% to 50% weight savings over the conventional Whipple

739
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shield. The multi-shock shield is a lightweight shield consisting of multiple layers of thin bumper elements spaced
a small distance apart (As). to repeatedly shock the incoming projectile to a higher energy state (see Fig. I).

In our research, we investigate the interaction of the liquefied or vaporized particle debris cloud with woven ceramic
bumpers at the individual strand level. We have modified conventional fabrics to improve their ability to withstand
the impact of the debris cloud.

t t t t t
1 2 3 4 W

V

4@As

Side View

Showing particle impacting each layer and
resulting debris cloud

Fig. 1. Multi-shock shield concept.

OBSERVATIONS OF PREVIOUS HYPERVELOCITY IMPACT TESTS

We reviewed past tests performed on multi-shock shields at the Hypervelocity Impact Test Facility (HIT-F) at
NASA-JSC. These shields used Nextel and Astroquartz ceramic cloths for the bumper layers. We observed that the
hole produced in the ceramic cloth bumper layers of the shield was either square or rectangular in shape. Further
investigation of the bumpers revealed that fabrics with nearly equal numbers of strands in the warp and fill direction
produced a square hole (Nextel AF-26) and that fabrics with an unequal number of strands in the warp and fill
directions produced a rectangular hole (Nextel BF-22. BF-40. and Astroquartz II). The hole size produced in these
tests was measured to be the length of the damaged area, up to the first unbroken strand in both warp and fill directions.
We found these observations to be unique to cloth bumpers. Tests run on rigid, isotropic bumpers (aluminum,
tantalum. etc.) produce uniform circular damage patterns in the bumper layers.

The cloth bumpers tested at HIT-F all had a five-harness satin weave (the weave pattern follows the form: over four
strands and under one) but had different numbers of strands per inch in the warp and fill strand directions. Table I

Table I. Characteristics of cloth bumpers

Areal
Density

Fabric Name Type (gm/cm-) Weave Pattern Rt Rh.,, Hole Shape

Nextel AF-26 5-H Satin 0.0435 29 strands/in, warp I. II 1.07 Square
26 strands/in, fill

Nextel BF-22 5-H Satin 0.0474 33 strands/in, warp 1.57 1.40 Rectangular
21 strands/in, fill

N'.'xtel BF-40 5-H Satin 0.090 32 strands/in, warp 1.60 1.40 Rectangular
20 strands/in, fill

Astroquartz II 5-H Satin 0.0663 38 strands/in, warp 1.58 1.41 Kectangular
24 strands/in, fill

Spa@, 92h0 11 102
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show~s the characteristic weave pattern, weave ratio. areal density. axerage hole dimension ratio ',ength of the hole
in the fill direction divided bv its length in the warp direction), and hole shape of these ceramic cloth bumpers. The
we eave ratio. R,. and the average hole dimension ratio. Rh , are approximately the same for each type of cloth bumper
tested, possibly show ing that the weave of the bumper atfects the shape of the hole created.

Nextel BF-22. BF-40. and Astroquartz II fabrics have weaves with more strands per inch in the warp direction than
in the till direction, and the holes produced in all these fabric bumper layers was always rectangular in shape. Further
investigation of the rectangular hole found the longer side of the hole always to be in the warp strand direction. This
is illustrated in Fig. 2. We feel that these observations imply that the orientation of the rectangular hole created in
the bumper is dependent on the orientation of the fabric.

These observations also lead us to believe that the debris cloud is causing the bumpers to fail at the individual strand
locations. The strands are failing in the area of their highest bending stress, the location where the strand bends over
and under a transverse strand (Fig. 3). In a typical five-harness satin weave, a strand crosses over four strands and
under one. The term "'a" refers to the distance between these cross-over points, or the unsupported length of a strand.
The "'ai" distance is greater in the warp strand direction than in the fill strand direction for fabrics BF-22 and
Astroquartz. due to the weave pattern. If the strands are breaking at these cross-over points, then this could be the
reason why these bumpers exhibit a rectangular damage hole. The AF-26 fabric has approximately the same "a"
distance in both the fill and warp direction, therefore producing a square damage hole.

By investigating each bumper layer. one can identify the unsupported strand length ''a" occurring around the
damaged hole. Fig. 2 shows the front and back face of the Astroquartz 11 bumper No. 2. test A 1004. The rectangular
hole is evident. This bumper shows that each broken strand has multiple fiber failures at the same location. The fibers
in the bundles are approximately of lenoth "a" and can be seen around the hole's perimeter. In all these tests, the
longer side of the rectangular hole is oriented in the warp strand direction. Again. we feel that these tests imply that
the orientation of the hole created in the bumper layer is dependent on the orientation of the fabric.

The area of the hole created in each bumper layer for all the Nextel BF series and Astroquartz shots tested under
McDonnell Douglas Independent Research and Development are shown in Fig. 4. The shot configurations consist of
four layers of Nextel BF-22 (each bumper A, = 0.0474 g/cm-). three layers of Astroquartz (each bumper A, =
0.0663 oIcm-). and a three-layer Nextel configuration consisting of two layers of BF-22 and a layer of BF-40 (Ad

0.090 g/cm-i. All shots were made with a 0. 125-in.-diameter aluminum sphere at a velocity of approximately
6.4 kmi/sec. The horizontal axis shows the total cumulative bumper areal density of the shield. This plot shows a linear
relationship between the area of the hole created in each bumper layer and the cumulative bumper areal density.
Therefore. as you go from one bumper layer to the next, the damage hole area increases linearly. We feel iihat the
size of the hole created in each bumper is related to the energy level of the particles and the size of the
expanding debris cloud. In Fig. 4. the size of the debris cloud increases with each bumper layer. showing that the
debris cloud is still expanding after four layers. Damage done to each witness plate (aluminum back plate) consisted
of an indentation but no penetration.

For breaking up solid particles, the bumper's areal density and material type are important bumper characteristics.
but for containing the trailing debris cloud, the weave pattern of the fabric bumper is important. Review of previous
multi-shock shield test results has led us to believe that the weave of the ceramic cloth bumper affects the shape of
the hole produced by a hypcrvelocity impact. We also believe that the size of the hole is determined by the size of
the debris cloud. By modifying the weave and therefore the dimensions of the hole, wve can produce a bumper that
more closely matches the expanding debris cloud. This modification will allow for the design of a bumper that reacts
more efficiently to the shape and size of the resulting debris cloud.

The strength of a strand plays a great role in absorbing the impact energy of the projectile. The weak points in a strand
are where it crosses over or under the transverse strand, the area of the highest bending stress. It is at these locations
that the strands are breaking prematurely in bending (see Fig. 3).

TEST CONFIGURATION

The weaves of BF-22 and AF-40 Nextel fabric wvere modified for testing at HIT-F. and the bumpers were modified
by nianuallv removine ecry other strand in the fill direction. This doub!ed the "a'' distance and reduced the bending"stress concentrations iwe Fig. 31. Reducing the bending stress and increasing the unsupported length of the strand

allow increased tensile loads prior to strand failure. This loading takes, ads antage of the relatively high tensile strength
of the strand as opposed to its lower bending strength. The increased tensile loads in the strand allow dissipation of
energy along its length, not .just at the debris cloud impact location, and also allow a larger area of the fabric to react
to, the impact, increasing the sizc of the hole formed by the debris cloud Each subsequent bumper layer then absorbs
more particle encrg. through shield displacement.
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Cross-Section 5 Harness Satin Unmodified Weave

Warp Strand

aa
SCross-Section 5 Harness Satin Modified Weave

I<a owl • Bendin

I Legend

Projectile O Fill Strand
Impact Load Fill Strand Removed

a Unsupported Length
of Strand

Fig. 3. Cross-section of individual strands in an unmodified and modified five-harness satin weave.

3.0

Bumper Configurations All Shots Made With

0.125-in.-Diameter Aluminum Sphere
-I0- 4 Layers BF-22I

- 3 Layers 2 BF-2211 BF-40 Approximate Velocity 6.4 km/sec

"-0- 3 Layers Astroquartz 
NE

2.0 ______________

E

0

CU 1.0
0

0.0
0.0 0.1 0.2

Cumulative Bumper Areal Density (g/cm 2)

Fig. 4. Linear relationship between the cumulative bumper areal density hole and the area of the hole created In each bumper
layer.

The perimeter of each 6- by 6-in. bumper layer was taped in order to stop the fabric from unraveling during handling.
Each test consisted of five bumper layers placed I in. apart, followed by an aluminum 2024-T3 (t = 0.032 in.) back
plate (see Fig. 5 and Fig. 6 for the test configuration). The back plate material and thickness were chosen in order
to make a direct comparison to tests performed previously.

The removal of fill strands reduced the areal density of the bumpers. The density of the modified BF-22 fabric is
0.2018 gm/cm 2, and the density of the modified AF-40 is 0.3619 gm/cm 2.

We manually removed every other fill strand and rotated every other bumper layer in order to have the maximum
number of strands interact with the impinging rectangular debris cloud.
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BF-22 Bumper 1 st Layer w = 0.0474 g/cm2

2nd, 3rd, 4th, & 5th Layer w=0.0386 g/cm2

,1.0 in.1 .0 in.1 .0 in.1 .0 in.1 .0 in. P=18i.AOsl 6a &,- Al Sphere V 6. k

-4-a- Witness Plate
6Bx 6in. 3003-1-12 Al

t= 0.025 in.

IBumper w =0.2018g/m
Cloud Stopper Cloud Stopper w = 0.226 cm I
2024-T3 Al Fragment stopper w =0. 1765 /m I

U U U Li U I t =0.032 in. I

H -5in. - n
Orientation of Bumper Layers

1 st Layer 2nd Layer 3rd Layer 4th Layer 5th Layer
WrWapFill Warp Fill

10/n 3/n IOin. 33/in. 1 0/in.

Fil Fill Warp FillT Warp
21i. l 1 0/in. 33/in. 1i I0/in. 1li 33/in. i

Fig. 5 Flve-layer BF-22 modified bumper multi-shock shield configuration.

AF-40 Bumper 1 st Layer w = 0.0854 g/CM 2

"k. 2nd, 3rd, 4th, & 5th Layer w=0.06913 g/CM 2

1.0 in.1.0 in.1.0 in.1.0 in.1.0 in.

6 x6 in. -*---Witness Plate
3003-1-12 Al

t=0.025 in.

IBumper w = 0.3619 g/Cm 2
Cloud Stopper Cloud Stopper w = 0.226 g/CM 2

2024-T3 Al Fragment Stopper w = 0. 1765 g/cm 2

U t = 0.032 in.

H - 5 in. 014in
Orientation of Bumper Layers

1st Layer 2nd Layer 3rd Layer 4th Layer 5th Layer
WrWapFill Warp Fill

13i.33i.I0/in. 33/in. 1 0/in.

FlFilWarp Fill I ar
33/in.li 10/in. 1 33/in.I /nWi.

Fig. 6. Five-layer AF-40 modified bumper multi-shock shield configuration.
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TEST RESULTS AND ANALYSIS OF MODIFIED SHOTS

A plot showing the area ol the hole versus the bumper layer for these tests is shown in Fig. 7. A linear relationship
is shown for the unmodified BF-22 test samples tested in PD 12- 100. and a nonlinear relationship for the modified
BF-22 shots tested.

We feel that the area under each of these curves (modified and unmodified) is a function of the amount of energy the
shield needs to absorb in order to stop the incoming pr.jectile. Earlier. we stated that the size and shape of the bumper
hole was related to the size and shape of the debris cloud. We feel that the size of the hole is also a function of the
energy absorbed by the strands. In the modified bumper shields tested, the first bumper laycr was not modified, so
that the same shocking of the particle demonstrated in the first layer of the unmodified shots would be produced.

The modified curve shows that the size of the hole in the second, third, and fourth bumpers is larger than that of the
unmodified curve. It revcals that the size of the hole increases earlier than in the unmodified bumpers. possibly
indicating that the debris cloud is being created earlier for a modified layer. The modified bumper is also 20% lighter
than the unmodified bumper. The modified curve levels off, or plateaus. at the fourth and fifth bumper layers. showing
that the debris cloud is no longer increasing in size but remaining constant. In the unmodified bumper shields, the
debris cloud is still increasing at an equivalent cumulative bumper den',ity. If the modified shield had one more bumper
(a sixth layer), we feel that the size of the hole in this layer would be smaller, and eventually no hole would be formed
in subsequent bumper layers because all the particle energy would be absorbed by the previous bumper layers.

The AF-40 test shots produced the same results as the BF-22 shots but also showed that the fifth (last) bumper layer
produced no hole and therefore absorbed all the remaining energy of the debris cloud. A plot of the area of the hole
versus bumper layer is shown in Fig. 8. We tested the AF-40 Nextel fabric because of its heavier areal density as
compared to BF-22 (0.0854 gm/cm- as compared to 0.0474 gm/cm2 ). We felt that the heavier areal density fabric
would dramatically show that our hypothesis was correct: that by increasing the unsupported length of the strands.
the energy of the projectile is absorbed by shield displacement (or strand displacement).

Again. Fig. 8 shows that the area of the hole created in each bumper increases with increasing layers and peaks at
the third bumper layer. The area of the hole in the fourth bumper is smaller, and no hole is produced in the fifth layer.
This curve shows that the debris cloud stopped growing. or peaked, at the third layer, then continued to decrease in
size. No ho. was created in the last bumper of the shield, but the bumper was indented or cupped (see Fig. 9). Also.
the warp strands were pulled out of the taped boundary. showing strand displacement in the warp direction and

Bumper Configurations All Shots Made With
0.125-in.-Diameter Aluminum Sphere

-.- 4 Layers BF-22 Approximate Velocity 6.4 km/sec

--N -3 Layers 2 BF-22/1 BF-40

,-,4--- 3 Layers Astroquartz gl(

"2 .- 9-,. 5 Layers BF-22 Mod ii""

. . 5 Layers BF-22 Mod M,.

0)

0

0
0.0 0.1 0.2

Cumulative Bumper Areal Density (g/cm 2)
Fig. 7. Modified bumpers show a nonlinear relationship between the cumulative bumper areal density and the area of the hole

created In each bumper layer.
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3

-0- Al 242 All Shots Made With
O-0- A1243 I 0.1 25-in.-Diameter Aluminum Sphere

Approximate Velocity 6.4 km/sec

I".
0)

0.0 0.100 0.200 0.300 0.400

Cumulative Bumper Areal Density (g/cm 2 )

Fig. 8. AF-40 multi-shock shield absorbed all the particle energy of the debrds cloud, therefore producing no hone in the mast

bumper layer.

cupping of the test sample. Strands pulled out of the tape in the warp strand direction show that the entire strand length
reacted to the road and that particle energy was absorbed by loading the strands in tension.
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CONCLUSIONS

We feel that our BF-22 shield results demonstrated that we can increase the rate at which the energy of the debris cloud
is absorbed by modifying the weaves of the bumpers to reduce bending stresses in the strands.

The AF-40 tests showed that an increase in the tensile loading of the strands (Fig. 9) causes the debris cloud energy
to be absorbed through displacement of the bumpers.

Woven ceramic shields tend to move when subjected to hypervelocity impacts, metal shields do not. This means that
methods of ensuring shield spacing will be required to maintain proper spacing for subsequent impacts. It is also
important to recognize that tension in the bumpers generated by mounting or deployment hardware will probably
degrade the ability of the bumper to shield against hypervelocity impacts. Any tension preload in the strands
contributes to bending stress concentrations and restricts the ability of the bumper to move with the debris cloud
impact.

Larger test specimens might be required to better simulate the response of multi-shock bumpers to hypervelocity
impacts. Our testing of a modified AF-40 Nextel fabric showed that the impact loads were transmitted along the length
of the strands to where the ends were taped. It is easy to visualize different test results for strands that are securely
fixed and for strands that are free floating.
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ABSTRACT

The ability to capture hypervelocity projectiles intact opens a new technique available for
hypervelocity research. A determination of the reactions taking place between the projectile and the
capture medium during the process of intact capture is extremely important to an understanding of
the intact capture phenomenon, to improving the capture technique, and to developing a theory
describing the phenomenon. The intact capture of hypervelocity projectiles by underdense media
generates spectra, characteristic of the material species of projectile and capture medium involved.
Initial exploratory results into real-time characterization of hypervelocity intact capture techniques by
spectroscopy include ultra-violet and visible spectra obtained by use of reflecting gratings, transmitting
gratings, and prisms, and recorded by photographic and electronic means. Spectrometry proved to
be a valuable real-time diagnostic tool for hypervelocity intact capture events, offering understanding
of the interactions of the projectile and the capture medium during the initial period and providing
information not obtainable by other characterizations. Preliminary results and analyses of spectra
produced by the intact capture of hypervelocity aluminum spheres in polyethylene (PE), polystyrene
(PS), and polyurethane (PU) foams are presented. Included are tentative emission species
identifications, as well as gray body temperatures produced in the intact capture process.

INTRODUCTION

The ability to capture hypervelocity projectiles intact opened new applications in space science [Tsou
et al., 1984] and hypervelocity research [Tsou, 1991]. Intact capture refers to capturing a portion of
the projectile unmelted and with its original structure retained. For space science, planetary and
cosmic particles at hypervelocities can be captured intact in space, in situ, and returned for detailed
laboratory analyses without rendezvousing which is very costly to accomplish. Sample return offers
science not possible by remote observations or in situ measurements. Being able to achieve the intact
capture of fragments generated during a hypervelocity impact would offer important verification and
characterization of the event. For this reason, fragment intact capture offers a new tool for
hypervelocity research.

The real-time action and reaction between the projectile and the capture medium is immensely
important to understanding the intact capture phenomenon, to improving the capture technique, and
to developing a theory describing the phenomenon. Since a hypervelocity intact capture event is
completed in less than a fraction of a millisecond, means to provide a temporal expansion of the event
are desired. The pursuit of an in-depth understanding of key factors of this new intact capture

751



752 P. Tsot and D1. 1 I Him p

technique via spectrometry becomes a logical and needed sequence of development technology. This
paper presents the exploratory results of such a temporal expansion characterization of a hypervelocity
intact capture by spectrometry. A wide range of wave lengths and means of spectra acquisition were
examined to determine the effectiveness of different approaches; thus, spectra in the ultra-violet, as
well as the visible, have been acquired with prisms, reflection and transmission gratings, and recorded
by photographic and electronic media. Qualitative understanding gained by such a spectrometry study
on the intact capture process and the effectiveness of different spectra acquisition techniques are
discussed.

Real-time Characterization

A hypervelocity intact capture event begins at the instant a projectile makes contact with the capture
medium, and ends with the projectile resting at the end of a pointed carrot track, Fig. 1. Since the
bulk of the energy dissipation occurs before the peak of the track expansion and both the projectile
and the capture medium sustain the greatest physical change during this time interval, characterizing
the interactions between the projectile and the capture medium material during this initial intact
capture phenomenon would contribute the greatest understanding. The interactions of interest
include the physical and chemical reactions of the two materials with respect to time from entry, and
spatial distribution both radially and along the direction of penetration. Questions of interest are:
does the projectile material react with the capture medium? how does dissipation occur? what is the
instantaneous temperature of the event? are there transition species generated?

Reglon of spectra origin

TARGET MATERIAL
-- - -0PROJECTILE

Fig. 1. Schematic illustrating typical capture track and indicating region of spectra origin.

Many real-time measurement tools have been used for hypervelocity events such as various forms of
imaging; optical imaging tends to be obscured by impact flash and debris; X-ray imaging provides
positional information but is restricted to discrete frames, and the number of X-ray stations is limited.
Spectroscopy, can provide a spectral image representative of both temporal and spatial domains at
the same time, given an understanding of opacity factors. In this regard, Jongeward and Wilson
119911 have recently shown that the acquisition of optical emission signals from hypervelocity impact
can provide useful diagnostics of structured targets. Both physical and chemical reactions can be
deduced from the spectroscopic images. Consequently, in order to explore the potential of
spectrometry for intact capture research, a wide range of spectrum acquisition techniques and media
were evaluated.

While morphological features of capture media reflect the residual effects that have taken place within
the retarding medium ITsou, 19901 they do not inform us directly of what went on during the time
of capture. In order to freeze real-time response closely associated with the intact capture process,
some type of temporal expansion of the event is required [Griffiths, 1989]. Visible and ultra-violet
spectroscopy are capable of providing such a frozen time window, allowing acquisition of data
generated during the intact capture process, itself.
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Experimental Arrangements

A wide range of spectrometric arrangements were utilized to explore the best approach to acquire
optical and ultraviolet of the intact capture process [Buettner, 19911. The various methods used to
gather spectral data are summarized in Table I. All of the spectral acquisition experiments were
performed at the NASA Ames' Vertical Gun Range whose hypervelocity accelerator can launch
projectiles from the horizontal to the vertical in six positions. Hydrogen gas is used for the second
stage compression medium. Our experiments were performed in the vertical position with the target
chamber typically evacuated to a pressure of 5 Torr, and the entire facility darkened to eliminate stray
light. The intact capture medium is placed vertically on the base of the intact chamber. For our
initial experiments, light was reflected to the spectrometer through a large rectangular camera port
on the side of the chamber by means of front surface mirrors. Photographic camera shutters were
left open before the experiment and shut manually in the dark, after the capture event. Electronic
triggering for the diode array is taken from the last stage of the high-voltage spark gap, used for
incident speed determination. In order to avoid mirrors and the camera port window, optic fibers
were next used for light conduit. Since light transmission efficiency and size of the optic fibers limited
the amount of light that could be directed to the spectrometer, the spectrometer was subsequently
set up inside the chamber with the entrance slit positioned so that essentially the entire entry solid
angle opened on to the plasma discharge path.

SPECTROMETERS

The reflection grating spectrograph, a f/1.5 stigmatic spectrograph, was developed at NASA Ames
Research Center and uses a 35 mm Nikon camera as recorder [Borucki 19701. The optics limited
these spectra to the visible range of wavelengths. The spectrometer light path is shown in Fig. 2(a).
The Oriel spectrographic system, multi-spec model number 77400, made use of a 1024 element diode
array detector with its light path shown in Fig. 2(b). Spectra are digitized and recorded on the hard
disk of the controlling computer. Transmission grating spectrometry was produced with a customed
52 mm grating mounted as a filter on a 35 mm car 'ra. The Hilger E584, was a small ultra-violet
spectrograph, using 4" x 4" film packs, and its ligh, ith is shown in Fig. 2(c).

a-

Fig. 2. Experimental arrangements of the major spectrometers used in this research. (a)
Reflection grating, (b) Oriel Multi-Spec 774M)0, (c) Hilger E584.
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TABLE I. Summary of Experimental Arrangements

SPECTROMETER DISPERSING ACQUISITION DETECTOR/ DATA
ELEMENT MODE RECORDING ANALYSIS

MEDIUM MODE

NASA AMES Reflection External TX 50635 film Densitometer
Grating via Window ASA 1600 film

NASA AMES Reflection External Tri-X Pan film Densitometer
Grating Fiber Optics TMZ-P3200 film

HILGER UV Quartz Prism In Chamber TMZ-P3200 film Densitometer
E584 Direct

BAUSCH AND Transmission External ASA 1600 film Visual and
LOMB Grating via Window Densitometer

ORIEL Reflection In Chamber 1024 Element Digital
MULTI-SPEC Grating Direct Diode Array

77400

NASA Ames Spectrometer

The first spectrum of an intact capture event is shown in Fig. 3 [Tsou et al., 1987], and was obtained
from a 3.2 mm diameter aluminum sphere impacting multilayers of 10 jim thick mylar (PET) films
with the NASA Ames reflection grating spectrograph. The spectrograph was first positioned outside
the target chamber of the NASA Ames Vertical Gun Range, and the light generated by impact was
reflected to it by means four first surface mirrors. Subsequently, the spectrometer was successfully
moved to the inside of the chamber. The spectra were recorded on film and the intensities
determined as a function of wavelength by means of a microdensitometer.

Int"Sit I

S._: --.. .. . ; 11k.t
isn578.~

WanleJnqth (hlJ

Fig. 3. First spectrum generated by intact capture. Al into polystyrene (PS) film stack. Shown
are three spectral traces taken at different locations along the emission path. Also shown
is a portion of the Mercury calibration spectrum.
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The features of this arrangement were: (1) sufficient light intensity to produce a spectrum on film,
(2) good sensitivity, revealing many of the structural details of the spectrum in the form of molecular
bands, and (3) the spectrometer and camera accepted light from a portion of the impact area and,
thus, allowed, limited spatial distribution. In order to achieve true spatial resolution in which a
spectrum is essentially recorded at each point along the emission path, it is necessary that the
spectrometer and its associated optics operate in the stigmatic mode.

Characteristically, the amount of radiation generated in a foam medium capture is reduced
considerably from that of multiple film media. Multiple scattering of light within foams causes much
lower emitted light intensity than multiple film medium, made from the same polymeric target
material. To avoid having to use mirrors and thick 1" camera port window, efforts were made initially
to "pipe" the light out of the evacuated target chamber to the spectrometer by means of fiber optics.
However, the uncertainty in precisely locating the impacting point and its associated emission path
through the foams precluded any guarantee of getting significant illumination into the optical fibers.
The low radiation situation was solved only when the spectrometers were physically placed directly
inside the impact chamber next to the target. Even in this case, foam target spectra were successfully
acquired only by using a diode array detector.

Transmission Grating Spectrometer

If one could obtain a spectrum at each point along the discharge path, it would then be possible, in
principle, to determine temperature and emission species profiles in the capture track direction. The
conventional slit spreading does provide some spatial spread of a limited range. A simple approach
was able to acquire spectra along the entire path of the intact capture event along with a
corresponding visible image of the event by placing a transmission grating in front of a 35 mm
camera. The transmission grating has 600 lines per mm, and is shaped and mounted in a 52 mm
filter frame which can be placed on a 35 mm camera lens, much as a color filter. Due to the shift
of light by the transmission grating, the aim of the target in the view finder has to be off set. The
grating causes various orders of spectral images to be placed on the film. An example of intact
capture of a 3.2 mm diameter aluminum projectile by 10pu m thick multiple polystyrene films, through
a transmission grating is shown in Fig. 4. The spectra are displayed along with the actual integrated
light image of the capture medium. Note that the left side spectral image indicates clearly the a
variation of temperature along the length of the path associated with the capture process. This
manner of spectra acquisition clearly provides the opportunity of determining the temperature profile
along the discharge path. Such output from the transmission grating - camera system, therefore,
allows its use as a valuable diagnostic tool in the highly non-linear response of the target medium to
hypervelocity intact capture.

Fig. 4. Spectrum (color) produced by transmission grating and 35 mm camera, illustrating
spatial, as well as wavelength spreading of the image. Spectrum is at left.
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Although the transmission grating provides a wide spatial spread, densitometer readings are difficult
to obtain due to overlapping of the multiple higher orders of the spectrum. Improved orientation may
provide the desired information with minimal noise.

Hilger UV Spectrometer

While the Swan bands of C2 are well known molecular bands appearing in the visible, most of the
distinguishing bands associated with organic molecules lie outside the visible. Those associated with
electronic reconfiguration lie in the ultraviolet, while those associated with transitions between various
vibrational/rotational levels of a given electronic configuration lie in the infrared. Additionally, since
the Hilger uses a quartz prism, rather than a grating, the problem of multiple orders does not arise.

The Hilger E584 is designed so that its film plane is set at such an angle to the direction of refracted
radiation that the ultraviolet portion of it receives an enhancement in the spatial spreading of its
wavelengths. In this manner, the Hilger E584 is able to give an excellent representation of molecular
emission bands in the ultraviolet.

Multi-Spec Diode Array Spectrometer

Spectrometers that make use of film as a detector and recording medium are restricted in wave length
sensitivity and require a high threshold of light. For a given film, spectral sensitivity is restricted.
Although solid state devices are limited in active detector area, they do have very low light thresholds
and allow instant data for study and e-perimental adjustments. Films require at least a day for
processing. For our study, a 1024 element diode array spectrometer from Oriel was used.

The first successful acquisition of a visible/uv spectrum generated by an intact capture event in a
foam target was obtained from polystyrene (PS) foam, and is shown in Fig. 5. This spectrum was
captured by the Oriel Multi-Spec Spectrometer, Model 77400, which recorded the spectrum from
about 200 rim to 700 nm. The spectrum was produced by the polystyrene (PS) foam capturing a 3.2
mm diameter aluminum sphere, incident upon the foam at a speed of 5.4 km/s.

RIX0e3
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Fig. 5. First spectrum generated by intact capture taking place in a foam taken with Oriel Multi-
Spec Spectrometer, Model 77400. 3.2 mm diameter aluminum sphere, incident at 5.4
km/s into polystyrene (PS) foam.



Hypcr~cloctt, intact capture •pectroscop) 757

ANALYSIS

Using these spectrometers, spectra for various hypervelocity capture events were obtained with 3.2
mm diameter aluminum projectiles launched into multiple films or foam capture media at speed
around 6 km/s. The spectra were studied to address the objectives of this effort. Aluminum into
aluminum spectra were obtained to resolve the source of some bands.

Spectra hItensity Comparison

A statistical analysis, based on the assumption of a normal distribution, was conducted on data taken
from the "flat" response region of the spectra generated by 3.2 mm aluminum spheres incident into
polyethylene (PE) foam, and a polyethylene (PE) film stack, at speeds of 5.5 km/s and 5.8 km/s,
respectively, Fig. 6. In this study, 612 and 5556 counts were recorded in 100 channels in the foam and
film stack spectra, respectively. The result for the case of the foam spectrum was a mean value of
6.1 counts and a standard deviation of 4.2, while the film stack spectrum yielded a mean value of 55.6
counts and a standard deviation of 4.1.

,90 700

CN a b c
S6~~00kt

Al on PE L200 at 55 km/s 0 07 - -

6 Al on PE Ft

0 at5 8 krn/,•s

a00 V
Al on Al at 455 krn/s

250 300 350 400 450 500 550 6OC 1250 300 350 400 450 500) 550 600

WAVELENGTH (nm) *AVELENGT, (-,

Fig. 6. (a) Spectrum from polyethylene (PE L200) foam taken with Oriel Multi-Spec Spectrometer,
Model 77400. 3.2 mm diameter aluminum sphere, incident at 5.5 km/s. Indicated are the locations
of CN (0-0) band, and three Swan bands of C2; a: (1-0), b: (0-0), c: (0-1). (b) Spectrum from
polyethylene (PE) film stack taken with Oriel Multi-Spcc Spectrometer, Model 77400. 3.2 mm
diameter aluminum sphere, incident at 5.8 km/s. Indicated are the locations of CN; (0-0) band, and
three Swan bands of C2; a: (1-0), b: (0-0), c: (0-1). Also indicated is a portion of the Planck curve
for T = 3100 K, and a portion of the Al-Al spectrum.

The total sample count in the PE film was 9.1 times greater than that for the PE foam. On this basis,

one would expect the spread of readings in the PE film to be increased by (9. 1)1,2 - 3.0 with
respect to that in the PE foam, with the result that the relative precision of values, AN/N, would

vary as I1FN = 0.33 , leading to an expected value of 0.23 for the relative precision in the PE film.
This is expected solely on the basis of the "law of large numbers". What is found, however, is a
significantly lower value of 0.07 for the relative spread in the PE film. This means that it would
require getting almost 100 times more counts in the foam spectrum than was done in order to get the
same value of relative precision achieved in the corresponding film stack - a circumstance not very
likely to happen.
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Spectra Interpretation

The basic qualitative nature of the emission spectra generated by the intact capture of hypervelocity
particles in underdense media: polyethylene (PE), polystyrene (PS), and polyurethanc (PU), targets
can be seen in Figs. 6 & 7. It is one of overlapping emission bands supcrposed on a gray body
spectrum. In each of these spectra, the shortest wavelength at which the intensity rises from the

noise, A0 , is readily identified. This initial onset of intensity with wavelength is often too rapid to

be due to thermal emission alone, a fact which might serve to indicate the species present in any
unknown underdense capture medium. This observation also allows a determination that the thermal

emission intensity must be negligible at any wavelengths shorter than )L0 "

Swan bands of diatomic carbon (C2 ) occur whenever this molecule de-excites. Since C, is a
homopolar molecule, the transition must be accompanied by an electronic re-configuration, and it is
this which puts the wavelengths of its spectrum into the visible. If fragments of the polymeric target
media are being produced by bond breaking, then it is quite likely that most will be more complex
than simply C2. Nevertheless, one might still expect some emission bands to lie close to those of true
Swan bands for cases where the fragments are not too massive. It might even be that for such cases,
a chromophoric response would still produce bands not too far removed in wavelength. The location
of the Swan band sequences; (1-0) from 466.9 nm to 478.2 nm; (0-0) from 507.1 nm to 516.5 nm;
and (0-1) from 544.8 nm to 563.6 nm are indicated in most of the spectra shown in this article.

Recent experiments in which aluminum spheres have been launched into aluminum foil targets have
yielded preliminary data indicating evidence for the production of the (0-0) band of AIO at 484.2 nm.
Some evidence of this band can be seen in the spectrum of PE multiple films, where it can be seen
as a distinct peak in Fig. 6a, and in that of PU foam, Fig. 7b, where it appears in the form of a
shoulder between successive Swan-like bands. It is possible that some of the additional structure seen
in these spectra is associated with molecular bands of AIH, centered at 424.1 nm and 531.5 nm.
However, there does not appear to be any evidence of the formation of AIC during the interaction
of projectile with target medium.

Both the PE foam spectrum, Fig. 6a, and the PE film stack spectrum, Fig. 6b, as well as the earlier
PS foam, Fig. 5, reveal a sharp molecular band contained between 388 nm and 400 nm. Ethylene
flames are known to exhibit a strong band at 390 nm, identified with emission from CH. Since this
feature does not turn up in either the polystyrene ringlet (PSR) or polyurethane (PU) spectra, Figs.
7a and 7b, it is tempting to assign its origin to CH emission. However, this band is seen in the
original polystyrene (PS) film stack spectrum of Fig. 3, and this raises the possibility that it may be
the (0-0) band of CN at 388.3 nm, produced in the target chamber. This points out the need for a
number of additional control experiments to be conducted, which will, in turn, allow definitive
elimination of a number of possible sources.

Aluminum Spectrum

An 3.2 mm diameter aluminum projectile was launched into a multiple layer aluminum foil capture
medium at a speed of 4.6 km/s, in order to determine whether some of the band structure observed
in the impacted foams might be due to residual hydrocarbon vapors in the impact chamber INicol et
al., 19881. We have taken steps to avoid the acquisition of Swan-like emission bands arising from any
possible extraneous hydrocarbon sources within the target chamber. The portion of this Al on Al
spectrum, not to scale, covering the range of wavelengths from 450 nm to 550 nm is shown as an inset
to Fig. 6b.

While the resulting Al on Al, or more likely AI1 OY on Al1 Oy, spectrum reveals a complexity of

structure, it is important to note that the (0-0) and (1-0) Swan-likc band sequences, cccn in the
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impacted foams, are missing from the spectrum of impacted aluminum. This supports the idea that
the Swan-like bands, generated in our experiments on foams, are due to the dc-excitation of
molecular fragments produced by hypervelocity dissociation of the polymer material comprising the
foam, itself. Some process of possible emission source elimination has to be pursued at present, given
emission spectra so "cluttered" with bands and, possessing such a wide selection of possible organic
molecular sources.

Temperature Estimation

Any accurate assignment of a gray-body temperature to the shocked foam will require spectral
detection through the visible and into the near infrared. The wavelength scale for the spectra
presented in this article was calibrated by means of a standard mercury arc source. No absolute
intensity scale was calibrated for these measurements. It was possible, however, to determine relative
intensities by conducting a normalization of the spectral readings, knowing both the wavelength
dependence of the relative efficiency of the diffraction grating used in the Multi-Spec 77400
spectrometer, and that of its associated photodiode spectral response curve.

For the experiments shown in Figs. 7a and 7b, the incident kinetic energy of the hypervclocity
projectile (KE 0 ) did not vary substantially with regard to the total energy deposited in the target.
Black-bodv temperatures of the shocked foams have been estimated and their associated Planck
curves have been added to the three figures. Thcse curves were determined on the basis of a number
of relative measurements taken from each spectrum. These intensities are proportional to

C1 1S- (1)
)LI exp(C 2/X T)-1

where T is the absolute temperature of the radiating region of the foam target. I is the wavelength,

and the constants in the expression have the values C1 = 1.191x10-16 W ' 2 /sterad, and

C2 = 0.0144 m.K.
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Fig. 7. (a) Spectrum from polystyrene ringlet (PSR) foam taken with Oriel Multi-Spec Spc~tromiter,
Model 77400. 3.2 mm diameter aluminum sphere, incident at 5.6 km/s. Indicated are the locations
of three Swan bands Of C2; a: (1-0), b: (0-0), c: (0-1), and a portion of the Planck curve for T =270
K. (b) Spectrum from polyurethane (PU) foam taken with Oriel Multi-Spec Spectrometer, Mlodel
77400. 3.2 mm diameter aluminum sphere, incident at 5.9 km/s. Indicated are the locations of three
Swan bands of C2 ; a: (1-0), b: (0-0), c: (0-1), and a portion of the Planck curve for T ,25() K.
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In the case of the PSR foam, Fig. 7a, the temperature is estimated to be between 2500 K and 2700
K. This range of temperatures arises due to the undetermined nature of the spectral intensity at the
lowest wavelengths. In the event that the small wavelength intensity is truly non-zero, independent
of its source, the portion of the Planck curve shown in Fig. 7a is that associated with a thermal
radiator at 2700 K. Consideration of the shortest wavelength intensity as some type of background
reduces the black body temperature of the PSR foam to 2500 K. These relatively high temperatures
appear to be representative of those produced by shock heating of porous materials. As seen in Fig.
7b, the associated black-body Planck curve for PU foam corresponds to a temperature of 2500 K,
essentially the same as for the case of PSR foam. Finally, it is to be noted that the black-body
temperature estimated for the PE films, and by comparison of spectra, the PE foam, is the highest
of all capture media, being well approximated by a Planck curve at 3100 K.

Earlier measurements taken on shocked polystyrene films and foam were able to give only an
indication of the temperature to which the targets had been raised upon impacting. Even there,
however, those estimates were in the region of 3000 K. It also appeared that the difference in
temperature between the shocked foam and shocked film stacks was not significant. Table 1I lists the
black-body temperatures determined for the underdense media studied in this work.

TABLE II. Summary of Estimated Temperatures

MEDILM PSR PE PU

TEMPERATURE 2500 - 2700 3100 2500
(K)

CONCLUSIONS

It has been demonstrated that it is possible to collect visible and ultra-violet spec!ra generated by
intact capture o" hypervelocity particles with a very high lcvci of confidence in obtaining viable
data. Bond breaking is one mode of energy dissipation and gives rise to the formation of sub-
polymeric molecular fragments. Experimental confirmation of this has been provided by the
spectra, all of which display molecular bands similar in location and character to the Swan bands

of diatomic carbon, but arising from species of the form C 2 "X, where X is some additional sub-

complex associated with the parent monomer.

Additional bands associated with A1O, and possibly AIH, but not AIC, give evidence of standard
chemical reactivity taking place between the projectile and target medium during the intact
capture event. The requirement to distinguish between what appears to be either the (0-0) band
of CN or a CH band emphasizes the need to examine spectra generated by different polymeric
capture media, under a variety of environments. It is only by such an approach that various
possible sources of molecular bands can be conclusively eliminated.

These experiments have also shown that it is possible to assign a gray body temperature to the
source region by spectrometric means. Moreover, the transmission grating - camera arrangement
has the potentiol to serve as a valuable diagnostic tool, since it is able to determine a spatial
profile of the temperature within the emitting region. Visible and ultra-violet spectroscopy of
intact capture provides insight ultimately leading to improvement in the design of capture media,
since it provides a means of determining: (1) the number and type of polymeric bonds (single,
double, ring) being broken under impact; (2) the reactivity of projectile and target; and, (3) the
temperature to which the capture medium and projectile have been elevated. It is an
understanding of the playoff between the rate of bond breaking and the amount of temperature
elevation that will determine the optimum underdcnsc medium for use in future intact work.



-l.pcr,,Moci1. intact capture sp•o•.c o, p 761

Finally, it is concluded, on the basis of the success of these initial experiments, that it should be
feasible, and certainly helpful, to conduct time-resolved spectroscopy on the intact capture
process. These arrangements would take a form similar to those used by Boslough and Ahrens
[19891, and Radousky and Mitchell [1989], who have measured time-dependent shock
temperatures in other media under different conditions. Such experiments could identify the
reactions taking place in the contact zone at the time they occurred, as well as the dynamics
governing the rate at which energy is transported out of the impact region.
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A HYPERVELOCITY FRAGMENT LAUNCHER
BASED ON AN INHIBITED SHAPED CHARGE

JAMES D. WALKER, DONALD J. GROSCH, and SCOTT A. MULLIN

Southwest Research Institute
San Antonio, Texas 78228-0510

ABSTRACT

A hypervelocity fragment launcher based on an inhibited shaped charge was developed, which launches a 0.5-1.0 g
aluminum fragment at 11.2±0.2 km/s. Experimental and computational work performed during its development are
presented. The launched fragment is characterized by in-flight flash radiography and impact crater examination.

INTRODUCTION

Impacts on spacecraft and satellites from orbiting debris in space are a growing concern, due to the amount of debris
and the potentially high impact velocities. Low Earth orbital velocity ranges from 7.3 to 7.8 km/s. Space Station
Freedom will have an orbital velocity near 7.7 km/s (NASA, 1991). Debris in orbits with differing inclination angles,
but similar heights, have similar velocities. If c is the difference in inclination angle between two intersecting orbits,
then the impact velocity is given by

v,,,,t = "•2 - 2 cos cVobc (1)

A collision between a spacecraft and debris in polar and equatorial orbits (a = 90') would occur at a velocity of
10.9 km/s for vo,b,, = 7.7 km/s, while a collision between a spacecraft and debris in standard and retrograde orbits
(ct = 1800) would occur at 15.4 km/s. Thus, to test shielding concepts for spacecraft, it is necessary to perform
laboratory impact tests in the 11 to 15 km/s regime. Two-stage light gas guns are able to launch projectiles at speeds
up to 9 km/s. To launch projectiles at higher velocities, we began examining explosive launching techniques.

Metal lined shaped charges are able to produce metal jets with tip speeds over 10 km/s. In the 1960's, the concept of
using a shaped charge and severing the high velocity jet to isolate the jet tip as a fragment was investigated (Kronman
and Merendino, 1963, Merendino, et al., 1963, Wenzel and Gehring, 1965, Wenzel, 1986). However, a series of
recent tests revealed limitations of the previous work (Tullos, et al., 1988). An experimental and computational
modeling program was initiated to re-examine the concept and attempt to design a hypervelocity fragment launcher
based on an inhibited shaped charge.

This paper first presents a brief overview of shaped charge jets to suggest the possible applicability and performance
of an explosive fragment launching device. Experimental and computational results are then presented to provide
information on the liner collapse process; this information was used in the design of the charge. The simulations were
not sufficiently accurate to perform the complete design on the computer, due as much to a lack of material response
information at the extreme pressures and strain rates involved as to numerical inaccuracies. Also, the simulations
were two dimensional, and the final charge design was three dimensional, having asymmetric components. During
the design process, there was a strong interplay between the experimental work and computational work, both of
which led to a conceptual understanding of the collapse and subsequent jet-inhibitor interaction. Numerous exper-
imental tests and the synergism between the experiments and the computations led to an understanding of the device
and a working hypervelocity fragment launcher.

The launched aluminum fragment has a length to diameter ratio (I/D) between 3 and 4, with a nominal diameter of
5 mm. Its mass ranges from 0.5 to 1.0 gram. Occasionally, the fragment rotates in flight, which led to a confirmation
that the fragment is hollow. The velocity of the fragment is 11.2±0.2 km/s. At the end of the article, flash radiographs
of the fragment and a photograph of a crater produced in a large aluminum target arc presented.

THE SHAPI-D CHARGE APPROACI I

Shaped Charges

The explosively driven collapse of a metal lined cavity produces a high velocity metal jet of relatively great length
(for an overview of shaped charges, see Walters and Zukas, 1989). For shielding analysis, a high velocity fragment
with an L/D = I would be ideal. To take advantage of the high velocities produced by shaped charges, it is necessary
to isolate a fragment at the leading tip of the jet.



The long jet formed by the shaped charge has a large
velocity gradient. This gradient eventually causes the jet
to break into small fragments. Figure 1 shows a portion
of an aluminum jet from a 30" conical shaped charge
whose explosive component was Octol 70/30. The jet tip
is travelling at 11.1 km/s. The left frame, at 65 ts after
initiation, shows the long stretching jet and the second
frame, at 115 ts, shows the jet shortly after breaking into
fragments. The fragments have an L/D ranging from I to
5. The large jet tip is evident.

The high speed leading fragment of the jet would be an
excellent projectile for hypervelocity impact testing. To
remove the unwanted trailing fragments, material is
placed within the cavity of the shaped charge. This
material inhibits the formation of the majority of the jet,
"and hence will be referred to as an "inhibitor." The
inhibitor allows the jet tip to form, but removes most of
following jet material. Only the leading fragment is
allowed to travel down the flight line.

Jet Incoherence and Expected Velocities

It has been observed that in some shaped charge jets
there is a large radial component to the jet velocity.
resulting in a radial expansion of the jet material as it
travels down range. This is referred to as incoherence of
"the jet. For example, Fig. 2 shows the tip of an aluminum
jet for a 20" liner angle with Octol 70/30 explosive. The
jet tip is travelling at 12.0 kin/s, but is undergoing radial
expansion (this result for aluminum agrees with that of
Kronman and Merendino, 1963). An incoherent jet will
not produce a desirable fragment for space debris simu-
lation, since it is breaking into many pieces.

A large amount of research has been performed on jet
incoherence. In general, there seems to be a jet tip
velocity below which the jet is coherent, and above
which it is not (Walters and Zukas, 1989, Chanteret.
1992). This velocity depends on the liner material and
the shape of the cavity (for example, the liner angle for a
conical charge). Different jet tip velocities for a given
"material can be achieved by using different cavity
geometries and explosives with different detonation
"velocities.
"A starting place for the design of a hypervelocity
launcher is the charge with the highest jet tip velocity for
a coherent jet. An exact analytical expression for the
maximum coherent jet tip velocity has not been found.
and so charge designers use empirical expressions to
estimate this quantity. Most of these expressions corn-
pare the velocity at which the liner material is moving
"into the collapse region with the sound speed of the
material. One such expression is

V, _< 1.23c, (2)

In this equation V, is the velocity at which the liner
material is moving into the collapse region and c,, is

•I' ,usually taken to be the bulk sound speed of the liner
material. A heuristic interpretation of this equation is

-," that the flow must be subsonic: the collapse velocity V,
must be less than the sound speed of the highly corn-
pressed material in the vicinity of the collapse point
(hence, the 1.23 factor). This expression seems to hold
for a number of materials, where V, is obtained from an
analytic shaped charge model or a hydrocode calcula-
tion. The calculation which provides V, also prevides the

Fig. I. X-ray views from an aluminum 30" liner angle jet tip velocity, thus allowing the determination of the
charge. The left figure at 65 ps after detonation of the maximum coherent jet tip velocity.
charge shows the intact jet. and the right figure at 115 pIs
shows the fragmenting jet.
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Fig. 3. Jet tip velocity versus liner angle, based on a Fig. 4. The shaped charge and inhibitor set-up and
one-dimensional shaped charge model. The dots are terminology.
experimental values.

In early testing, flash radiographs revealed that when a fragment exited the charge, it was followed by trailing debris.
This debris was unlike the fragments following the jet tip seen in Fig. I, in that the particles were smaller and were
spread over a larger region. The inhibitor removed most of the jet, but additional trailing debris exited the charge.
The computational results were therefore carefully examined to gain a greater understanding of jet formation and
inhibitor interaction to suggest an approach for removing this trailing debris.

COMPUTATIONS

A series of computations modeled the shaped charge jet formation (Walker, 1991). These were done concurrently
with experiments, and were used to aid in the interpretation of experiments and suggest further refinements in the
inhibitor design. Interestingly, the experimental results also aided in the interpretation of the computations.
Lagrangian calculations were performed with the hydrocode EPIC (Johnson and Stryk, 1986) and Arbitrary
Lagrangian-Eulerian calculations were performed with the hydrocode CALE (Tipton, 1990). The liner and inhibitor
were modeled as elastic-perfectly plastic, with relatively low flow stresses, and with a Mie-Grueneisen equation of
state. The explosive was modeled with the JWL equation of state, with a detonation velocity of 8.48 km/s. The
collapse process was modeled in detail, as was the inhibitor response. There were three primary results of the com-
putations:

I) It was determined that the inhibitor should be made of a dense material, instead of the low density
plastic used previously (Kronman and Merendino, 1963). Subsequently, copper was used in testing.

2) It was revealed that the inhibitor collapse was not actually cutting the jet. Rather, the inhibitor was
pinching down on the jet, causing the portion of the jet already formed to stretch and fragment. This
isolated the jet tip as a large fragment, but also created the debris immediately following it. This
understanding of the origin of the debris suggested techniques for its removal.

3) The computations provided information on jet material's original location in the liner, as well as the
path this material was traversing as it travelled from the liner to the collapse region, and into the jet.
The material's path (location versus time) was helpful in determining the geometric arrangement of the
inhibitor and the asymmetric insert placed within the charge cavity. The computations identified which
material in the liner needed to be given an off-axis velocity component, and where the insert should be
located to provide it.

Each of these results would have been very difficult to obtain experimentally, as it would have taken extensive testing
and the use of X-ray techniques for looking inside the liner and inhibitor during the collapse. Each will be discussed
in more detail below. Also, calculations were performed with both cup and hemispherical apexes to verify that
inhibitor geometry did not need to be altered due to the change in apex design.

Lagrangian Calculations

The intent of early calculations was to determine the appropriate size and shape for the inhibitor. Different heights
and materials for the inhibitor were examined. The major result of the Lagrangian computations was that a more
dense material should be used for the inhibitor. In the early work (Kronman and Merendino, 1963) a plastic had been
used. However, in the computations this material was ineffectual in cutting the jet. Calculations with inhibitors made
of various materials convinced us that material inertia is more important than strength in cutting the jet. In the present
design, the inhibitor is made of copper, a relatively dense material.
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Calculations were also done to investigate inhibitor heights and shapes. Three different top designs were examined:
these included a flat top (03 = 0) and tops with angles P3 = ±45* (see Fig. 4). In th'ý EPIC computations, the resulting
jet after pinching was the most narrow for the +45' slope. This design was adopted.

Due to the way jet collapse occurs, it was not possible to sever the jet computationally. Based on observed collisions
between and jet and inhibitor, and the subsequent narrowing of the jet, it was possible to infer where cutting would
probably occur. This is an underlying difficulty in the Lagrangian calculations, since the cutting of the jet to produce
a single fragment was the program objective. To learn more from computations, it was necessary to transition to an
Eulerian formulation. It was thought such an approach would allow the examination of the separation of the jet
material to form a fragment. However, the jet tip separation process is quite complicated, and even Eulerian formu-
lations were not be able to treat the fragmentation which occurs. Thus, inferences regarding the formation of the
fragment were still necessary.

Arbitrary Lagrangian-Eulerian Calculations

Arbitrary Lagrangian-Eulerian (ALE) codes allow the grid motion to be independent of the material motion. If the
grid is fixed, the calculation is purely Eulerian. If the grid moves with the material, the calculation is purely
Lagrangian. ALE is between these two extremes. The grid has its own equations of motion, and the grid can move
independently of the material motion or be linked to the material motion in some fashion.

In the ALE calculations, the zoning roughly moved with the jet material, making it possible to maintain fine zoning
in the jet even though it was impractical to cover the entire region of interest with rine zoning. In this sense, the ALE
approach was very beneficial. The ability of the material to move independent of the mesh (Eulerian) avoided very
small zones due to the large deformations in the jet collapse. The ability of the mesh to loosely follow the material
(Lagrangian) kept relatively fine zoning in the area of interest as the jet travelled along the flight line.

Severing of the Jet

The ALE calculations led to a (presumably) fairly accurate picture of what was happening during the liner collapse,
and how the jet was being severed.

It was learned that the inhibitor was not cleanly cutting the jet. Rather, the jet was being "cut" in three steps. First,
the initial part of the jet forms. The jet tip begins traveling down the axis of symmetry, through the hollow inner
diameter of the inhibitor. Second, when the detonation front reaches the inhibitor, the inhibitor begins an inward
radial collapse which clamps down on the jet. As the inhibitor is quite dense, this greatly decelerates the portion of
the jet which comes in contact with the collapsing inhibitor. Third, a large velocity gradient in the jet results, where
the jet tip, with a velocity of roughly 11 km/s, is traveling much faster than the portion of the jet trapped by the
inhibitor. A region of the jet between the jet tip and the top of the inhibitor then stretches and fragments. The jet tip
survives as a large fragment, and numerous small trailing fragments are created.

This sequence of events can be seen in Figs. 5, 6, and 7. Figure 5 shows the initial geometry comprised of an
aluminum liner and a copper inhibitor with 5.08 cm height and 1.19 cm inner diamete,. an aluminum base plate on
which the charge rests with a 1.27 cm hole, as well as a steel supporting structure. The cavity is filled with air.
Figure 6 is a sequence of material boundary plots from the collapse, from 8 pts to 19 p s. By 10 pts, the jet tip is formed.
The "wing-tip" shape of the jet tip is due to the cup shaped apex of the liner - it does not occur for a hemispherical
or conical apex. During this early collapse, the aluminum's trip from its original liner location (measured from the
time of arrival of the detonation front) to the jet takes roughly 4 pis. By the time it reaches the jet, the aluminum has
been plastically strained nearly 400%. This corresponds to plastic strain rates on the order of 106 s ' (4/4 pts = 106 S-1 ).
At 15 pts, a section of the collapsing liner collides with the top of the inhibitor (P = +45'), almost simultaneously along
the whole top of the inhibitor. This collision behavior is part of the reason the slanted P = +45" top was chosen. The
explosive now begins driving the inhibitor closed, and liner material touching the inhibitor nearly comes to a stop due
to the density and volume of the inhibitor. At 16 pts, the top of the inhibitor begins to collapse, and by 19 pts it is
clamping down on the jet.

Shape Chrge_63 T- = 6 799301 01
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Between 16 .ts and 19 ps, the jet tip travels 3.4 cm, [
which gives it a velocity of 11.3 km/s. The front 3 cm of ,
the jet has passed by the top of the inhibitor before the 0,
collision between the inhibitor and the liner, and now
appears to travel without alteration in shape. The jet
material between the jet tip and the inhibitor is under- 0,_+
going large tensile deformations. Plastic strain rates in -
this region of the jet are between 10' s' and 106 sx. This
large stretching tears the jet apart. To see this, consider 0

the upper half of the sequence in Fig. 7, which is a den- 2 -
sity plot for a different computation (the lower half of the -

figure will be discussed in the next section). At 15 pWs .0

(Fig. 7d) the collision with the inhibitor has just occurred
and the jet has not yet begun to stretch. The density
throughout the jet is uniform. At 16.5 pts (Fig. 7e) the jet .
has negun to stretch, and in the density plot the decrease ,
in density is the darker region within the jet. At 20 pIs 0 .0 .0 0 7_. . -2: : ,

(Fig. 7f) the region of the jet between the inhibitor and "01=0
the intact jet tip has a low densi:y, implying material Fig. 5. Initial geometry sihowing liner, copper inhibitor,
separation. aluminum plate, and steel support.
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Fig. 6. Sequence of frames showing the collapse of liner and interaction with inhibitor at 8 jps to 19 Jts.

In the calculations, this region continues to stretch, as there is no mechanism in the computer code for fracture of the

material. However, in the actual physical event, the large tensile stresses cause the jet material to fracture and

fragment. The front region of the jet is nearly unaffected by this fragmentation, forming the desired large fragment,

but the region with the large tensile gradient breaks into pieces. These pieces form a debris cloud, which follows the

main fragment. For a clean fragment, this debris must be removed.

The Sliced Liner Calculations

To overcome some of the difficulties in eliminating trailing debris in the tests, a better understanding of the jet

material's original location in the liner was needed. Following Walters and Golaski (1987), the aluminum liner was

sliced into pieces of width 0.5 cm. Each slice was identified in the code as a differenct region, making it possible to

follow each slice of the liner separately throughout the calculation.

Six different times from the calculation with a sliced 30* liner are shown in Fig. 7. The upper half of each figure is a

density plot, with the grey scale to the right indicating density. The initial densities of aluminum (2.70 g/cm) and

copper (8.93 g/cm3) have been identified. At the center of collapse, where pressures are slightly above 0.5 Mbar, the

aluminum has been compressed to a density of 3.6 g/cm3 . This region is often referred to as a stagnation point,

because material remains there on the dividing line between flow into the jet and flow in the opposite direction into

the slug. The lower half of each figure shows the region shading. In the original work, each slice was colored, but in

this paper the figures have been reproduced in black and white. The aluminum liner is represented by five shades for

each of five different regions.

In Fig. 7b (10 Vs) the detonation front in the explosive is marked, and is discemable in the density plot by a slight

compression. The pointed tip of the jet is being formed by the top of the cup shaped apex. The cavity in the jet tip

and the subsequent wing tip front on the jet are due to the cup shape of the apex, not the slicing of the liner. Figure

7c (12.5 jis) shows that most of the liner material is going into the slug; one-tenth to one-fifth of the liner material

goes into the jet. Figure 7d (15 ps) shows the collision of the liner and inhibitor. Almost all the material from the cup

apex has been left behind. The jet tip is comprised of material from the liner near the intersection of the cup and the

cone. The first 3 cm of the jet comes from inner surface material of the first 7 slices of the liner (not counting the two

at the apex), or about 3.5 cm of liner material. If the liner were conical all the way to the apex, this would be 4.6 cm

of liner material. Thus, the liner material which makes up the jet tip has been identified.

The copper inhibitor is pressing into the collapse point in Fig. 7e (16.5 ps). Material in the 8th slice of the liner ends

up in the tail end of the jet. The density plot reveals that the jet density near the inhibitor is beginning to decrease,

indicating that the material is stretching. At this stage, fragmentation probably begins. Figure 7f (20 lps) shows that

a large length of the jet has low density, implying that it has undergone large tensile stretching. However, the tip of

the jet is moving with little deformation. The jet tip is composed of material from the first four or five slices of the
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liner, or 2 to 2.5 cm of liner material as measured from the intersection of the conical liner and the cup apex. A
geometrical calculation provides an estimate of the fragment mass: if 2 cm of material of the liner is involved and
one-tenth of the material goes into the jet, then a fragment mass of 0.96 g results; if 2.5 cm of liner is involved and
one-fifth of the material goes into the jet, then a fragment mass of 2.52 g results.

Finally, Fig. 8 (40 lts) is a late time picture from this calculation compared with an X-ray radiograph from one of the
tests at a later time (65 pIs), where the length scales differ. There is a qualitative agreement between the fragment and
the debris in both the calculation and experiment. The formation of a "fragment" in the numerical calculation is due
to the way the interface tracker preferentially moves material and the slicing of the liner providing many different
regions to be moved: fracture is not being modeled. In the computation, the mass of the fragment is 1 g, and the
velocity is 11.2 km/s. However, fragment masses from the experiments were usually lower. This could be due to two
possibilities. First, a larger region of the jet could fragment during the stretching and breaking of the jet, so that less
material remains in the main fragment. Fracture is not being modeled, and it is unlikely that the extent of the region
undergoing large tensile strains directly corresponds to the extent of the region of the jet which fragments. Second,
we do not expect the computation to exactly predict the event. There are inaccuracies in the equations of state of the
aluminum and explosives in the computations, as well as possible lack of symmetry in the detonation wave and the
liner fabrication in the experiments. Finally, the computational fragment has a higher L/D than those seen in the
experiments, correlating with its larger mass. Again, this may be attributable to the lack of fracture modeling within
the computer program. The late time velocity, though, is surprisingly close to that seen in tests. The probable reason
for this agreement is that the jet tip is unaffected by the fragmentation of jet material behind it. and so the jet tip
velocity does not depend on the mechanics of fracture of the jet. In computations without the inhibitor, the jet tip
looks exactly the same as those computations which include an inhibitor. A copper jet is also seen in the calculations.
Such a jet was not observed in the tests, although small amounts of copper did impact some of the targets.

LATE TIME
FRAGMENTS

\ SECONDARY
DEBRIS IL

'4

FRAGMENT65 40

P u pps

Fig. 8. Products produced by an inhibited shaped charge.
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Removing the Trailing Debris

The jet severing interpretation provided by the computations and experiments showed that the trailing debris, which
was coming from the stretching and breaking of the jet, could not be removed by altering the height or inner diameter
of an axially symmetric inhibitor. To avoid active systems, such as explosive flyer plates, an asymmetry was needed
in the collapse to push the debris off the flight line.

If the liner material which formed the debris was given an off-axis velocity component before it entered the collapse
region, it would go through the jet formation and subsequent fragmentation process and still have an off-axis velocity
component. Based on wave transit times, it appeared it would not be possible to produce the desired asymmetric
behavior by applying a partial exterior confinement to the explosive. Rather, the asymmetric beh7,.vior would need to
be caused by an insert within the cavity. The calculations were 2-D axisymmetric, but they could still be used to see
if the location of the asymmetric insert allowed interaction with the liner material at the proper times and locations.

If the liner material that became the part of the jet which stretched and broke could be given an off-axis velocity, that
debris would not impact the target. The sliced simulations identified the liner material that needed to be affected.
Figure 7 shows that the region of liner material that goes into the stretching region of the jet begins in the 4th and 5th
slices. Thus, only the first 2 cm of liner material should be allowed to collapse without being affected by the insert.

An asymmetric triangle insert was placed on top of the inhibitor. To check the timing of the design, a calculation was
done with an aluminum tube inside the inhibitor, the tube having the same height as the triangle insert. Figure 9 shows
the initial geometry, as well as two later times. At 12 ps, the liner is just impacting the insert. This material would
be the first part of the liner to have an asymmetric collapse, and thus an off-axis velocity component. The next frame,
at 13 pts, shows the progression of the interaction. Due to the symmetry of the calculation, a continuation of this
calculation is not relevant to the jet behavior. However, this calculation does show that the insert allows the jet tip
material to collapse unaffected to form the fragment.

Figure 10 is comprised of two radiographs. The one on
the left is from a test without the asymmetric insert,
while the one on the right has the insert. Otherwise, the
two tests are identical. It appears the insert is removing
the late time debris, and examination of the targets con-
firmed this conclusion.

EFFECTS OF THE ATMOSPHERE 0

In addition to tests in air, tests in vacuum were desired to
more realistically test spacecraft shielding components.
The transition from air to a vacuum resulted in some
dimension changes for the inhibitor and insert. The
figures so far presented have been from tests in air; the
rest of the figures will be from tests in vacuum.

Air seemed to affect the fragment. Erosion of the jet tip
was clearly visible in an uninhibited test where there was
substantial rotation of the leading fragment. In another
uninhibited test, the large particle at the jet tip was seen
to decrease in length between radiographs, from 3.0 cm
to 2.3 cm in 50 ts (over a distance of 57 cm). This could
be due to a number of effects: a negative velocity
gradient in the particle, which would contract the par-
ticle; mechanical erosion of one material travelling
through another; and ablation, where a phase change aids 12
in the erosion. As to a negative velocity gradient in the
jet tip, no change in the jet tip diameter was detectable
from the radiographs, and a negative velocity gradient in
the jet tip was not observed in the computations. The
second two possibilities are difficult to quantitatively
discuss. If the materials were incompressible perfect
(nonviscous) fluids, Bernoulli's law could be used to
estimate the erosion rate:

IpA1(v_ )2 1 2

where v - u is the erosion rate. With PAI = 2.7 g/cm' and

p_ = 1.3 g/l one obtains an erosion rate of 250 m/s. In
the above test, 1.25 cm would have eroded based on this 13
approach. This is much larger than what actually
occurred, but then air and aluminum are not incom-
pressible perfect fluids, especially air at these velocities.
However, certainly some decrease in length is due to Fig. 9. Three times from the calculation with a tubular
erosion. insert, at 0. 12. and 13 us.
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Once in the vacuum chamber, the inhibitor
and insert dimensions which were being used
for the atmospheric tests produced an
incohesive fragment over the greater flight
distance. This was resolved by decreasing1 L the height of the inhibitor, and lowering the-! height of the insert. This gave rise to a

higcohesive fragment with a larger mass. How-
ever, the fragment now seemed to be sur-
rounded by a small amount of debris. It is
"possible that the air was helping retard this
debris in the atmospheric tests.

EXAMPLES

The current design of the hvpervelocity frag-
ment launcher uses a copper inhibitor of
height 4.47 cm and an inner diameter
1.19 cm, and a 0.76 cm tall tria~igular alumi-
num asymmetric insert placed within the
cavity of the charge, shown in Fig. 11. These
dimensions were determined through both
experiments and computations. In the fol-
lowing X-ray views, the direction of motion
is from top to bottom.

As a first example, Fig. 12 shows orthogonal
views from the test which had the highest
rotation rate encountered during the test pro-
gram, rotating 90" in 240 )Is. This rotation
rate was constant based on measurements
from the two sets of radiographs. with 0'
extrapolating back to the vicinity of the orig-
inal charge location. The fragment velocity
was 11.1 km/s. These views showed that the
fragment was hollow. Careful examination
of Fig. 7 shows that the computations were
also showing a decreased material density
along the axial centerline.

Next, Fig. 13 shows orthogonal views of a
fragment in flight. The fragment had an
approximate length of 1.4 cm and a diameter
of 0.53 cm to give an L/D of 2.6. Using a
"diameter for the hollow region of 0. 18 cm, a
fragment mass of 0.74 g was calculated. The
"fragment velocity was 11.2 km/s. The
resuiting crater in a 6061 -T6 aluminum block
is shown in Fig. 14. The target block was
15.3 cm in diameter, and 7.8 cm thick. The
crater depth, measured from the top plane of
the target, is 3.0 cm and its diameter is
4.1 cm. A spall plane is located 0.6 cm from
the bottom of the target. The two very small
craters visible on the top surface (to the right

Fig. 10. X-ray views of tests without (left) and with (right) the of the main crater) are due to trailing debris.
aluminum insert. Note the absence of trailing debris in the right
view. Although the charge is being used for the

testing of shielding concepts at this time, it is
still undergoing refinement.

CONCLUISION

The primary achievement of this program was the design of a hypervelocity fragment launcher. Experimental tests
were performed to evaluate and refine the design. Numerical simulations were able to provide a qualitative picture
of how the inhibitor was interacting with the jet, as well as quantitative times for these interactions. The-;e compu-
tatiG.s provided considerable guidance in the design of the insert and inhibitor. The hypervelocity fragment launcher
is being used to test various spacecraft shielding concepts. Further work would be to remove the remaining debris
which seems to be travelling along with the fragment in the vacuum tests.
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Fig. 11. Inhibitor design, with insert.
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Fig. 12. Orthogonal radiographs of rotating fragment, travelling at 11.1 km/s.

Fig. 13. Orthogonal radiographs of fragment travelling at 11.2 km/s.
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Fig. 14. Photograph of crater resulting from impact of Al 6061-T6 target and fragment shown in Fig. 13.
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ABSTRACT

In recent years the Hypervelocity Microparticle Impact (HMI) project at Los Alamos has utilized
electrostatically accelerated iron spheres c microscopic dimensions to generate ultra-high velocity impact
experiments to about 100 km/sec, about an order of magnitude beyond the data range for precisely
controlled impact tests with ordinary macroscopic projectiles. But the extreme smallness of the mikro
impact events brings into question whethcr the usual shock-hydrodynamic size scaling can be assumed. It
is to this question of the validity of size scaling (and its refinement) that the present study is directed.

Impact experiments are compared in which two comparable impact events at a given velocity, a
microscopic impact and a macroscopic impact, are essentially identical except that the projectile masses
and crater volumes differ by nearly 12 orders of magnitude---linear dimensions and times differing by 4
orders of magnitude. Strain rates at corresponding points in the deforming crater increase 4 orders of
magnitude with the size reduction. Departures from exact scaling, by a factor of 3.7 in crater volume, are
observed for copper targets--with the micro craters being smaller than scaling would predict. This is
attributed to a factor 4.7 higher effective yield stress occurring in the micro cratering flow. This, in turn,
is because the strain rate there is about 108/sec as compared to a strain rate of only 104/sec in the macro
impact.

The measurement of impact craters for very small impact events leads to the determination of metal
yield stresses at strain rates an order of magnitude greater than have been obtained by other methods. The
determination of material strengths at these exceedingly high strain rates is of obvious fundamental
importance. Results are compared to recent theoretical models by Follansbee, Kochs and Rollett.

Finally, the problem is addressed of predicting crater sizes in a target material with strain rate effects.
First some basic results are recalled pertaining to the late stage equivalence of hypervelocity impacts. It
is then seen, for a strain rate dependent material, that the curve of dimensionless crater volume versus
impact velocily is replaced by a funily of curves, each member of which is for one final crater size. The
spacing of the curves is determined by the stress versus strain properties of the material.

I. INTRODUCTION

The Ilypervelocily Microparticle Impact (IIMI) project, (Keaton, et. al., 1990 Stradling, er. al. 1990) has
obtained impact data from microscopic iron spheres impacting targets at impact velocities from I x 165
cm/sec to 100 x 105 cm/sec. The iron sphercs are charged and accelerated electrostatically (Friichtenichlt,
1962, Friichtenicht, 1964, Lewis, et.al., 1970) in a 6 MV Van de Graaff qccelerator. Each impact is
characterized by simultaneous measurement of projectile charge and velocity using careful cross-
correlation techniques (ldzorek, et. al., 1990). Measurement of impact crater characteristics is performed
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using a scanning electron microscope. A typical crater in copper is shown in Fig. 1. Impact studies have
been performed on a variety of materials relevant both to practical impacts in space and to the study of
impact physics. In this discussion we locus oil impacts in copper and aluminum in order to compare
with existing libraries of data from macroscopic impact physics research.

II. DEPARTURE FROM STRICT SIZE SCALING FOR IMPACT CRATERS IN SOFT
COPPER TARGETS

Micro impacts, when compared to the same impacts at ordinary sizes, make it possible to put
classical shock-hydrodynamic size scaling to severe tests in which corresponding masses (and other
extensive variables) are scaled down nearly 12 orders of magnitude---linear dimensions and times being
scaled down 4 orders of magnitude. Strain rates increase four orders of magnitude in the size reduction.

Fig. 1. A typical hypervelocity impact crater in a single-crystal sample of
copper cut in the 100 crystalline plane. The projectile was a
microscopic iron sphere of mass 1.89 xlO-12 gm impacting at
12.5 x 105 cm/s. The craters produced by microscopic impacts in
homogeneous materials are axisymmeteric and appear to be
geometrically similar to the craters produced by macroscopic impacts.
In this case the crater diameter is 4.0 pm. Crater depth is not easily
obtained with the scanning electron microscopy technique used to
characterize the craters.

As Fig. 2 we reproduce the pertinent dat•a for copper, to call attention to the fact that the normalized
target crater volume is a factor of 3.7 smaller for the IIMI micro-impacts (projectile masses
0.25 x 10-12 gm and 1.5 x 10-12 gin) than for the large scale impacts (projectile masses 0.15 gm and
0.50 gm) at the same impact velocity (6 x 105 cm/scc). Exact size scaling would, of course, require that
these normalized crater volumes be equal. Thus, the size reduction, by a factor' of about 0.3 x 1012 il
the projectile mass (or, equivalently, by a f.-icor of 0.7 x 104 in projectile diameter) has not only reduced
the crater volume by a factor of 0.3 x (112. as it should in accord with strict scaling, but also by an
additional factor of 3.7.

1 The average mass of the bigger impacts is (0.5 + 0.15)/2 = 0.3 gm. The average mass of the IINil
impacts is (0.25 + 1.5) x 10 12/2 = 0.9) x 10 12 gin. Thus the reduction is by a factor of about
0.3 x 1012 on mass, or 0.7 x 104 on linear dimensions and times.
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Ill. STRAIN-RATE• EFFECT AS A REASON FOR SCALING FAILURE

We believe that this failure to scale exactly is due to strain-rate effect within the copper. More fully, we
develop here the notion that the higher strain rates in the smaller flows' cause a higher effective flow
stress in the smaller flows and a correspondingly smaller crater.

In Fig. 3 we reproduce (in addition to impact data for copper) a well-known correlation formula due to
Sorensen (Sorensen, 1965) for hypervelocity im pact data. It shows, in particular, that crater volume V
varies with target shear yield strength s as s- 84). This dependence of V on s is shown by Sorensen to
fit a wide range of impact data for metal targets, encompassing a variation of s from 0.13 kilobars for
lead to nearly 10 kilobars for a steel. See Sorensen, 1965 for a detailed discussion. Similar dependences
of V on s have been established in hydroc(xodc studies. (An early example is the calculation of cratering for
hard and soft aluminum, reported in D)ienes and Walsh, 1969 and 1970 and described in section IV below.
Very recently Rich D)avidson and Michael Burkett at Los Alamos have each independently performed
cratering calculations for copper, in support of the present effort, and find crater volumes in good
agreement with Sorenson.) Thus, adopting Sorensen's correlation, we find that the observed 3.7-fold
reduction in crater volume could be attributed to a yield stress increase of a factor of 4.7.
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Fig. 2. 1lypervclocity impact cratcring data for copper. The upper curve, with
four reprcsentative data points, is from Sorensen's empirical correlation
of (macro) impact data for copper. See also Fig. 3 and Sorensen, 1965,
for further information on Sorensen's work. The lower curve shows the
(micro) impact data on copper. Of importance to the present discussion
is the fact that the normalized crater volumes in the micro impacts are
smaller by a factor of 3.7. The two curves would coincide if size
scaling were exact.

IV. STRAIN RAXTES IN I IYPF-RVEIH.OXITY IMPACT

Next, we need a reasonably good eslimale of the strain rates occurring in the cratering process.
Specifically, it will suffice to estimate the average strain rate during the crater formation for the 0.3 gin
(macro) impact at 6 x 105 cm/sec since we already know the ratio of the strain rates in the micro and
macro event%. Making this estimate is the object of the present Section.

2 By th above factor of 0.7 x 104 if the flows scaled exactly, and by an addition'al factor of
3P7 .. 3 = 1.5 because of the smallcr-than-expectcd craters--combining for a factor of I
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In a hypervelocity impact, the initial shock pressure is given by:

P = p Us Up = 1.9 x 1012 dynes/cm 2 = 1.9 megabars, (1)

since the shock particle velocity Uip is 3 x 105 cm/sec from symmetry, the density p is 8.9 gm/cc and
the shock wave velocity Us associated with the given particle velocity is 7 x 105 cm/sec. This is more
than three orders of magnitude greater than material strength, implying that the early phases of the
impact are hydrodynamic with strength playing a negligible role. This shock front and the attached
pressure pulse propagate almost hemispherically into the thick copper target, and serve to set the
engulfed copper into nearly hemispherical motion. Were it not for the finite yield strength of the copper
the (nearly hemispherical) crater would grow without limit. Instead, the 1.385 kilobar copper yield
strength limits the crater volume to about 83 times the volume of the impacting projectile, in accord
with Sorensen's correlation formula as applied to this impact.

Two-dimensional finite difference hydrocode calculations (axisymmetric and time dependent,
incorporating material compressibility and strength effects by utilizing available material property
formulations) can provide us with a very detailed description of the impact process, and such calculations
have been provided by a number of investigators over the past 30 years.
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>© Data Point
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Fig. 3. Sorensen's data correlation for copper, from Sorensen, 1965. The data
extend to about 7.5 x 105 cm/sec. The analytical correlation is for
several metals and therefore does not fit copper exactly, although quite
well. It may be noted that the factor 3 variation in projectile diameters
(27 in masses) does not cause an apparent size effect in the macro data
points. The point at v = 6 x 105 cm/sec on the micro curve (Fig. 2)
has been transformed to this plot and is seen to be substantially below
the macro data. (To transform this point the values p = 8.9 gm/cm3

and s = 1.385 x 109 dynes/cm 2 were used for the density and shear
yield strength of annealed copper.) The projectile mass ratio between
the micro and macro experiments is nearly twelve orders of magnitude,
as explained in the fourth footnote.

While a specific computation has not yet been performed for our 0.3 gm, 6 x 10-5 cm/sec impact
into copper, suitable computed results from other impacts have been reported in the literature and can be
used to deduce (using only Sorensen's correlation formula and dimensional analysis) useful estimates of
the effective strain rate in our impact. D)ienes has reported calculations (Dienes and Walsh, 1969 and
1970) for a spherical aluminum projectile (diameter 0.476 cm) impacting a hard aluminum target (shear
yield strength 2.39 kilobars) of density 2.7 gm/cc at a velocity of 7.3 x 0l cm/sec. lie finds for times
of 2, 4, 8 and 16 microseconds that the crater depth is 0.4, 0.8, 0.9, and 1.0 of its final value. Hence for
present purposes we can take this aluminum crater formation time to be 15 microseconds. Next we note
that Sorensen's correlation formula:
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V/Vo = Cl(pv2/s)'84 5  (2)

is entirely equivalent to

.84582

T/To = C2(pv 2 /s) 3 = C2 (pv 2/s)" (3)

when re-expressed to give the time T for crater formation, Here CI and C2 are dimensionless constants
and To is any suitable measure of the impacting projectile size (such as the time it takes the free flying
projectile to move one diameter) that must, of course, be the same measure for the two impacts under
consideration. Thus To would be:

To = 0.476 cm/(7.3 x 105 cm/sec) = .65 microseconds (4)

for the aluminun problem and

To = 0.400 cm/(6.0 x 105 cm/sec) = .67 microseconds (5)

for our cayper impact. Next for the two cases of aluminum and copper impacts, the quantities (pv2/s) and
(pv2/s)"28 would be:

(pv 2/s) = 602; (pv2/s) 28 2 = 6.08 (6)

and for the copper impact;

(pv 2 /s) = 2313, (pv2/s)=282 = 8.88. (7)

Hlence the 15 microsecond crater formation time for aluminum scales to

T=( 8.88/6.08)(.67/.65)15 microseconds = 23 microseconds (8)

for our copper impact.
In another problem from (Dienes and Walsh, 1969 and 1970) a soft aluminum target (shear yield 0.75

kilobars) was used and total plastic work was reported instead of crater depth. (Other problem parameters
were the same as in the hard aluminum impact.) At 4, 8 and 16 microseconds the total plastic work was
20%, 50%, and 95% of the final value when the flow was completely arrested. This again suggests a
time of about 15 microseconds fo)r flow arrest. Scaling this over to our copper impact, by a calculation
similar to that detailed for the hard aluminum, gives a time of 16 microseconds for the copper impact.

We need also to know the average strain occurring in the plastically deforming material when the
crater is formed. Hlere both computational and experimental evidence (where targets thicker than about
two crater depths react much the same as semi-infinite targets subjected to the same projectile impact)
suggest that the target material within about one crater radius of the crater is effective in arresting the
flow. For this material the strain field is a maximum, about 0.6 at the crater surface, dropping to
essentially zero a crater depth into the material. A suitable average strain for this plastically deforming
material is about 0.2. (T'his value may be reliable only to about a factor of two.) Dividing it by the
above crater formation times of 23 microseconds and 16 microseconds implies average strain rates of
0.86 x 104 /sec and 1.25 x 104 /sec. Ilence we adopt a value of 1.0 x 104/sec as an average strain rate
in our 0.3 gm copper impact, recognizing that this value is uncertain by a factor of two. Surprisingly,
perhaps, this uncertainty is tolerable in present considerations because of the weak dependence of yield
stress on strain rate.

It may be noted that a more accurate determination of this average strain rate could be made as part of
a hydrocode computation of our copper impact. For this purpose we suggest

Y, Y. Wp(K,N) F-p(K,N)

"EP N K

Y Wp(K,N)
N K (9)
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where K is the cell number and N is the time step number. The formula gives an average strain rate,
averaged over all (Eulerian) cells and all time steps, with each £p(K,N) weighted in proportion to the
amount of plastic work Wp(KN) occurring in the cell during the time step.

V. COMPARISON OF RESULTS WITII RECENT TIIEORETICAL EXPECTATIONS

In Section II we saw that when the projectile mass was reduced by a factor 0.3 x 1012, the crater
volume was reduced not only by this factor, as expected from size scaling. but by an additional factor of
3.7.

In Section III we found, using a well-established empirical correlation, that the factor 3.7 crater
volume reduction would be caused by a yield stress increase by a factor of 4.7.

In Section IV we used published computational results for the crater formation process, together with
the Sorensen correlation formula, to establish that the average strain rate in the macro impact was about
1.0 x 104 /sec. This means that the average strain rate in our micro impact [which must be greater by a
factor of (0.3 x 1012 x 3.7).333 =1.03 x 104] is about 1.0 x 108/sec. So it remains to ask whether it
is indeed reasonable to expect a factor 4.7 increase in the flow stress over this strain rate regime.

Experimental work by Clifton and co-workers (see Clifton, R. J. 1990, Klopp, R. W. et. al. 1985,
Tong, W. et. al. 1992) at Brown University, using a well-known oblique impact technique developed by
them, has been performed for copper, aluminum and iron specimens and has provided some flow stress
data in the 104 to 107 sec-! strain rate regime. The technique is quite different from the one described
here; in particular, the specimen is simultaneously subjected to high impact pressure during deformation
whereas in the present effort the deformation occurs during the crater formation flow at essentially zero
pressure. The Brown University work suggests a substantial strain rate effect in copper at high strain
rates, in qualitative agreement with the present study. Ultimately, it would clearly be desirable to
combine the two types of data into a comprehensive model including both the strain rate effect and
pressure hardening.

Fortunately, the properties of copper at exceedingly high strain rates has been the subject of
theoretical modelling investigations by Follansbee, Kocks, Rollett and others (Follansbee, 1988, 1991).
In Fig. 4 the theoretical stress versus strain rate curve is reproduced (from Fig. 2 of Follansbee, 1991) for
a constant strain of 0.1. This strain is taken to be an average strain d the cratering flow,
corresponding to the estimate made in Section 1 Jthat the average total strain is about 0.2. (Also the
theoretical stresses were reduced by a factor of ,/3, , in accord with the von Mises yield condition,
because longitudinal yield stresses were used, whereas shear yield stresses are used throughout the present
paper.)

Plotted also in Fig. 4 are our two experimental points a = 1.385 kilobars at p= 1 /sec and
c = 6.5 kilobars at Cp = 108 /sec.

The most important conclusion to be drawn from the present comparison is that both the theory
(Follansbee, 1988, 1991) and experiment are indicating a very substantial strain rate effect in copper in
the 104/sec to 108/sec strain rate regime. The experimental effect is somewhat the larger, the yield stress
increasing by a factor of 4.7 as compared to 2.8 for the theoretical curve. In the theoretical modelling9

this strain rate effect has been attributed to a gradual transition, as the strain rate is increased, from
thermally-activated to viscous-drag controlled deformation.

The experimental factor of 4.7 depends upon only the experimental volume ratio of 3.7 (Fig. 2) and
the Sorensen correlation formula, and is estimated here to be reliable to 10% or less. Other aspects of the
compaison are discussed in the next section.

VI. COMMENTS ON SOURCES OF ERROR

It was remarked in Section IV that the estimate of the average strain rate in the macro impact was
uncertain by a factor of about two. In the Fig. 4 data plot the experimental points are represented as
circles with diameters spanning a factor of four in the strain rate. It is readily apparent that a lateral shift
of the macro data point to either of the extreme positions (causing an equal lateral shift of the micro
po<int) would have only a very small effect on the comparison.
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Fig. 4. Shear yield stress o versus strain rate for copper strained to 0.1. The
theoretical curve is from Follansbee, 1991, the results from Fig. 2 of
the reference being re-presented here in terms of shear yield stress at a
constant strain of 0.1.

In Section V we estimated an average strain in the cratering flow to be 0.1. This strain was us.'d to
select the appropriate constant-strain theoretical curve from (Follansbee, 1991). Had one used 0.05 or 0.2
instead of 0.1, the corresponding average-strain theoretical curve, in the two cases, would be below or
above the macro experimental point and in somewhat poorer agreement with that point. Here, however,
an alternative interpretation is useful: The properties of copper at strain rates around 104/sec and below,
where test data and theoretical understanding have been in accord for years, can be assumed known. One
then selects that particular constant-strain curve from (Follansbee, 1991) that causes agreement with the
macro data point. This constant-strain curve is the one for an average strain in the cratering flow of about
0.13, instead of our estimated value of 0.1 given above. (This might, in the present situation, be a better
way to estimate the average strain in the cratering flow). In any event, the theoretical strain rate
enhancement factor (taken to be 2.8 in Sec. V) is a weak function of which constant-strain curve one
uses and would not be substantially affected.

Finally, we recall that the impacting spheres in the micro experiments are actually iron instead of
copper. In our comparison of the micro- and macro-events these iron projectiles are assumed to be
equivalent to copper projectiles of equal mass. This equal-mass assumption has been investigated
extensively in test work and in computer studies and is found to be accurate for sufficiently high
velocities and/or density ratios sufficiently close to unity. For the present application at
6 x 105 cm/sec, with iron and copper projectiles, the cratering effects on thick copper targets are
expected to be essentially identical.

VII. EXTENSION TO ALUMINUM

The IIMI data for aluminum target impacts exhibits essentially the same behavior as copper, i. e. the
micro crater volumes are small by about a factor of 4, corresponding to a strain rate enhancement of yield
stress by a factor of 5.

Attention here has been focussed on copper because its constitutive modelling appears to be more
advanced, but it seems likely that aluminum (another FCC metal) will exhibit similar behavior to copper
at high strain rates. (Private communications with A. D. Rollett and P. S. Follansbee.)



VIII. CRATER SIZE. PRElI)ICTION FOR TARGET MATERIALS WITIl STRAIN RATIE1
EFFECTS

From a knowledge of the stress versus strain rate curve for a material, such as the one for copper in
Fig. 4, and certain results pertaining to the late stage equivalence of hypervelocity impacts, one can
arrive at a complete capability for crater size prediction in a rate dependent material.

First, we recall a basic result about the hypervelocity impacts of chunky projectiles on thick target,;:
Two interactions differing only in regard to the impact velocity, while qualitatively different in their early
stages (quite different pressures, flow velocities, and so forth) become more similar as the interactions
progress until they are esscn(ially identical at late times, except for a simple size scale factor. The linear
scale size factor between the flows is found, computationally, to be equal to the .58-power of the factor
by which the impact velocity is increased. Thus the craters, which are formed after the flows become
similar, differ in crater linear dimensions by a factor equal to the .58-power of the velocity increase
factor, or in volume by a factor equal to the impact velocity ratio to the 1.74-power (since 3 x 0.58 =
1.74). The exponent 1.74±.01 is found to be remarkably independent of the target material (though only
plastically deforming metal targets have been studied). Also this late stage equivalence is observed only
for sufficiently high impact velocities (greater than about target sound speed) and is apparently intimately
associated with the highly non-linear nature of the early stage of hypervelocity impact. The primary
usefullness of the result is that it forms a sound theoretical basis for extending experimental impact
results (a single impact crater determination at, say, 6 X 105 cm/sec for a specified projectile and a given
target material) to the highest velocities of interest in meteroid and space applications.

The late stage equivalence of hypervelocity impacts is best documented in the comprehensive review
article by Dienes, (Dienes and Walsh, 1970), where results from many impact calculations are discussed.
Dienes also provided a satisfying purely analytical treatment of the relatively simple case of slab impact
of ideal gases, thus demonstrating the principle of late stage equivalence in impact dynamics, without
having to rely on hydrocode computations inaccesible to the reader.

In these earlier works attention was restricted to strain-rate independent materials. For such materials,
the effective yield stress is independent of the size of the cratering flow. For strain rate dependant
materials this is no longer true. Since the strain rate is inversely proportional to the linear scale size, the
smaller of two flows will have higher strain rates at corresponding points and thus associated higher
yield stresses. For two cratering flows of the same size, however, the effective yield stress is the same,
so that we can assume that V/Vo again varies as the impact velocity, v174. These curves of constant
crater size are plotted for copper as Fig. 5. On a given curve there exists some effective average strain rate
and an associated average yield stress, both of which can sensibly be taken to be constant within a single
crater formation flow. However, differences in these values must be accounted for in comparing micro
and macro impacts such as those discussed in earlier sections for copper. On each curve the crater size
(volume V or crater diameter d) is constant, but the projectile size (V0 = mo/po) is understood to vary.
For the copper data discussed earlier the 1 micron curve lies below the (macro) 1 centimeter curve by a
factor of 3.7 in V/Vo and the intermediate curves are at positions determined by the stress versus strain
rate curve for copper.

For many applications it is desirablc to have the projectile size constant on each curve, so that the
crater size increases. Such a replot of the information in Fig. 5 is presented in Fig. 6. Along these curves
the crater volume V increases more rapidly than V1.74. This is because strain rate and yield strength are
decreasing, causing larger craters.

XI. CONCLUSIONS

The classical laws of size scaling, as applied to the shock hydrodynamics of condensed media, have been
put to severe test. The size reduction spans four orders of magnitude in length or time dimensions, or 12
orders of magnitude in extensive variables, such as corresponding masses or volumes. The observed
departure from exact scaling is by a factor of 3.7 in extensive variables, or by 1.5 in corresponding
lengths or times.

The departure is attributed to strain rate enhancement of the flow stress in the copper targets. This
dramatic rise in flow stress at very high strain rates had already been anticipated in the theoretical
literature.

Work in this area is of interest for several reasons:
I. It validates and/or refines classical shock-hydrodynamic size scaling, and thus pertains directly to

the important engineering area of scale model experimentation.
2. Strain rates attainable in microparticle impacts extend the present-day test range by more than an

order of magnitude. The detennination of material strengths at these exceedingly high strain rates is of
obvious fundamental importance.
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Fig. 5. Relative crater volume V/Vo versus impact velocity for copper targets.
The data point is the experimental macro point discussed in the text
(v = 6 x 105 cm/sec, V/V 0 = 83.5, crater diameter 1 cm, average
strain rate e = 104 /sec). Each curve of con~stant crater size has slope
1.74. Curve spacings are determined from: e d = 104 cm/sec assumed
constant (size scaling), s = [1.385 + 0.3(logE - 4)2 ] x 109 dynes/cm2

(0a fit to the stress versus strain rate curve of Fig. 4, for
104IO~ /sec), and the s-°845 dependence of relative crater volume

upon yield strength for constant impact velocity (from the Sorensen
correlation seen as Fig. 2).
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Fig. 6. Relative crater volume V/Vo versus impact velocity for copper targets.
Projectile mass is constant for each curve.

3. For velocities above about = 1 x 1e) cm/sec, the only precisely controlled hypervelocity
experiments have been performed, at Los A-amos and elsewhere, with electrostatically accelerated
microparticles. Experimental data are available for velocities throughout the meteorid velocity range (to
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about 70 x 105 cm/sec) and beyond. To understand this valuable data source, and to be able to scale it
with confidence to larger impact events we need, as done here for copper, to quantify the departures from
exact size scaling and attribute such departures to appropriate material properties.
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ABSTRACT

Empirical relationships between the velocity of small plastic flyer plates and capacitor charge voltage
and energy have been developed for small exploding bridge foil (EBF) assemblies used in an electric
gun arrangement. Of particular interest was the effect of capacitance, inductance, flyer plate thickness
and barrel dimension. Three different switch types were used. Velocity measurements were
performed over the range 0.5 mm/nLs to 7 mm/lts using a VISAR velocity interferometer.

Electrical Gurney parameters were calculated from flyer velocity and burst current density data. The
Gurney parameters were found to be different for each capacitance value. For fixed capacitance, but
different EBF configurations, the parameters were found to be similar.

The peak flyer velocity as a function of charge voltage was found to be non-linear; this was also the
case for the peak flyer velocity versus firing energy and energy-up-to-burst versus firing energy data.
The non-linear relationship indicates that the EBF flyer generator becomes less efficient as the firing
energy increases.

INTRODUCTION

The exploding bridge foil (EBF) comprises an " hour-glass " shaped thin metal foil intimately bonded
to a thin plastic sheet (typically Mylar or Kapton). The waist area of the foil defines the bridge.
When a high current rapidly flows through the foil, the bridge explodes and accelerates a section of
the plastic sheet to high velocity (often in excess of 5 mm/is). This flying section, commonly
referred to as a flyer plate, can be used to tailor the iiipact pressure and shock duration in shock
impact experiments (Chau et al., 1990). For improved efficiency, the EBF assembly usually includes
a tamper and a barrel (Fig. 1). The complete EBF flyer generator includes a storage capacitor, a fast
acting switch, a transmission line, and the EBF assembly.

The performance of an exploding bridge foil generator, defined in terms of the velocity of the flyer
plate, is governed by the EBF configuration and by the firing unit circuit parameters, viz. capacitance,
inductance, resistance, and capacitor charge voltage (or energy). To understand the individual effect
of these parameters the velocity of the flyer plate can either be measured continuously or over discrete
intervals. For the former, optical techniques such as the VISAR (Velocity Interferometer System for
Any Reflector) (Barker and Hollenbach, 1972) or the Fabry-Perot interferometer (McMillan et al.,
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1988) are usually used. For the latter, a TOAD (Time of Arrival Detector) technique (Waschl, 1988)
provides an average velocity.

In the present paper, VISAP )':ta were employed to determine the effect of circuit parameters on the
peak velocity of small-s,.o - flyer plates ('< 1 mm square bridge). In addition, the effect on peak
velocity of different "'-F designs and of three different spark gap switches are presented. Empirical
relationships between the electrical characteristics of the bursting bridge and the peak velocity are also
examined.

Itrloce fallI

Fig. 1. Exploding bridge foil (EBF) flyer generator.

EXPERIMENTAL

The EBF flyer generator employed flyer plates (Kapton) of 13 pm, 25 gm, and 50 #am thickness. The
barrel diameters were 0.25 mam, 1.0 mm or infinite (i.e., no barrel). A copper stripline connected the
selected firing capacitor to the bridge foil. The capacitor values were 0.05 jiF, 0. 10 pF, and 0.22 piF;
to facilitate operations, two capacitors of each value were used. A glass tamper was used underneath
the foil. For some of the tests performed, the standard circuit inductance of =10 nH was increased to
35 nH and 73 nH.

Two of the three switches used were triggered vacuum spark gap switches (Reynolds IVARC 251-
1001 and EEV TVG-5) while the third was an MRL experimental planar triggered spark gap switch
operated at amhient air pressure. The planar switch consisted of three electrodes etched from the
stripline material (Fig. 2). For the triggered vacuum spark gap switches, an alternative stripline
design employed a rectangular gap across which a switch was attached.

Kiloton Doe0,

/
finet wip

Fig. 2. Planar spark gap switch.

The firing capacitor was charged from MRL designed and constructed high voltage power supplies.
The supplies operated in a simple transformer mode using a quadrupler. The high voltage output was
monitored via a high impedance voltage probe and a digital voltmeter.
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The EBF current and voltage were monitored via a current viewing resistor (CVR) and a two pin
voltage probe, respectively. The probe comprised a 50 Q resistor in series with a current transformer
(Tektronix CT-2). A data reduction program (Waschl, 1988) was employed to determine various
electrical characteristics of the EBF. Parameters such as dynamic foil resistance, current density and
energy-up-to-burst were calculated for later comparison with the velocity data.

Once the capacitor was charged, a delay pulse generator was triggered to provide sequential triggering
of, in order, an electro-optical shutter, the VISAR photomultipliers, an avalanche transistor pulse
generator, and finally the spark gap switch. The avalanche pulser provided a fiducial signal so that
records from different oscilloscopes could be correlated.

Laser output powers were in the range 0.1 W to 0.3 W and exposure of the target to the laser beam,
controlled by the electro-optic shutter, commenced a few microseconds before bridge foil functioning.

RESULTS

System Characterization

The intrinsic circuit inductance and resistance are influenced by the choice of capacitor and the design
of the stripline. In addition, the dynamic circuit resistance is dependent on the spark gap switch
(Loeb, 1939) and the charge voltage (Richardson, 1987). In these experiments, the stripline design
was essentially kept constant.

For each circuit parameter or EBF configuration investigated, the circuit inductance and resistance
was estimated from ringdowns (Waschl, 1988). The approximate mean calculated values for
inductance and resistance are shown in Table 1. For the six different switch and capacitor
arrangements the inductance values were in the range 9-14 nH while the resistance values were in the
range 40-230 m.Q. The resistance for each arrangement tends to increase as the voltage decreases. For
the MRL switch/0.05 i.F arrangement the trend was less clearly defined due to the scatter in the data.
The MRL switch was more resistive than the vacuum spark gap switches.

Table 1. Circuit Inductance and Resistance

Switch Capacitance Inductance Resistance Firing Voltage
(iF•) (nil) (mO)• (kV)

MRL 0.05 9 230 3.7-2.0
0.10 10 90-170 2.2-0.6
0.22 11 90-150 2.0-0.6

Reynolds 0.05 11 70-90 3.2-1.5
0.22 14 40-80 3.0-0.5

EEV 0.22 14 50-90 1.8-0.5

The measured peak current as a function of firing voltage is shown for each of the three switch
arrangements in Fig. 3. The peak current-voltage relationships appear to be linear.

Variation of Peak Velocity with Firing Voltage/Energy

The peak flyer velocities were measured from the velocity-time histories. The signal-to-noise ratio of
the raw VISAR data signals was usually low at the moment the flyer reached its maximum velocity.
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Consequently, many of the velocity-time histories were correspondingly noisy near the peak; the peak
values were thus determined by smoothing the curve by eye. In general, the noise level increased
with increased firing voltage. The uncertainty of the VISAR measurements was estimated to have
ranged from ±-2% to ±_5%.

By the method of least squares (Asystant GPIB, 1988), the velocity-voltage data were fitted to the
following equations:

Uf ln(aVc , b) cVc (1)

Uf In(aEc , bl, cEc (2)

where Uf = peak flyer plate velocity in mm/pýs, Vc = capacitor firing voltage in kV, and
Ec= capacitor firing energy in mJ.

Peek Current. kA ,PHk 7tu/ ent kA

022 A, F 022 F
010 0uF 0 0 U F

2 1 •~ :S * S

006 5 26 3 3

uf,ng Voltage. ktag Ffrn: ()ltage. s iV

(a) (b)

PeRl, Cuttand , ( A

F 02, u.F

3

F J lr k•It ipe, Ký

(C)

Fig. 3. Peak current versus firing voltage for: (a) MRL switch,
(b) Reynolds switch, and (c) EEV switch.

In fitting the data, no attempt at distinguishing between capacitors of the same nominal capacitance
was made. The form of the equation was chosen on the basis that the variance was less than that for a
polynomial (quadratic) fit. The fitted equations are given in Tables II and III for flyer velocity as a
function of voltage and energy, respectively. The velocity/voltage observations and the fitted curves
for the various capacitance, inductance, switch, flyer thickness, and barrel diameter arrangements
evaluated are shown in Fig. 4. The velocity/ energy data are shown in Fig. 5.

A number of velocity measurements were conducted at voltages near the onset of flyer formation
(e.g., for the MRL switch this occurred around 0.6 kV for the 0.22 IiF capacitor). For some of these
firings, the thin plastic sheet covering the bridge foil remained intact. Post burst inspections revealed
a small bubble above the burst bridge.

The time of the initial motion of the flyer plate was also investigated with respect to the burst voltage
time. For all of the capacitance, inductance, switch, flyer thickness, and barrel diameter arrangements
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tested, the data show that for firing voltages above --1.5 kV that the initial motion of the flyer plate
and the burst voltage time was coincident to within about ± 10 ns (the error bar for each data point
was about ±5S ns). Below this voltage the initial flyer motion began to occur before the burst voltage
time. Near the lowest firing voltage of --0.5 kV, the time difference was in some cases > 50 ns.

Table 11. Fitted Voltage Equations

Capacitance Switches
MRL Switch: 0. 22 puF.
0.22 jiF Uf=lfl(13.1lVc-7.36) +0.878Vc MRL Uf =lfl(13. lVc- 7 .3 6 ) +O.8 7 8 Vc
0. 10 pF Uf=lfl(IO.2 Vc-9.9 2 ) +0.506Vc Reynolds Uflfl(1l3. 7 Vc-6 . 3 3 ) + 0 .9 1 8 Vc
0.05 jiF Uf= lf(5.68Vc-O. 3) +0.554Vc EEV Uf = lf(31 . 7 Vci 6 .4 ) +O.4 2 9 Vc
Reynolds. Flyer Thickness
0.22 j.LF Uf= ln(13 .7 Vc-6 .3 3 ) +0.91 8 Vc 0. 22 ,uF/Reynolds:
0.O5jiF Uf = ln(7. 14Vc-7. 89) + 0.53 1 Vc 13 j.Lrf Uf= ln(3 6 .OVcd17 .8) +O.5 3 3 Vc

25 jim Uf=lfl(l 3 .7 Vc-6 .3 3 )+0.918Vc
50 ýim Ufl=fl( 3 . SVC-6. 9 7 ) +O.3O7 Vc

Inductance Barrel Diameter
0. 22 piF/Reynoldr: 0. 22 ~uFlReynolds:~
14 nH Uf= lf(13.7Vc-6.33) +O.918Vc infinite Uf =lf(13 .7V-6. 3 3 ) +O.9 l 8 Vc
35 nH Uf=lfl(3 1.4 Vc-19 .6)+O.466Vc 0.25 mml~ Uf=fln(36 . 2 Vc-2 2 .8)+O. 4 9 9 Vc
73 nH Uf =In(l02V,.-68.l)-0.496V, .0 mm Uf=ln(l5. 6 V~,-.32)+l.02V,

Table Ill. Fitted Energy Equations

Capiacitance Switches
MRL Switch: 0. 22 pE:
0.22 jiF Uf = ln(0. l6 5Ec-5. 6 7 ) +O.O0lO9 Ec MRL Uf= ln(0. l 6 5Ec-5.6 7 ) + O.O0lO9 Ec
0.10 p~F Uf =ln(0. 154Ec-7. 15) + 0.00 IO9 Ec Reynolds Uf = ln(0. l 9 3 Ec~4 .4 8) +O0.O0lO 8 Ec
0.05 jiF Uf= ln(0. l4 7 Ec- 2 . 1) + 0. OO2 2 7 Ec EEV Uf=Ifl(O.3O2 Ec- 8 .6 8)-O.OOO 2 18Ec
Reynolds: Flyer Thickness
0.22 pLF Uf=lfl(0.193EcA.48)+0. Q0lOBEc 0. 22 puF/Reynolds:
0.05 j.LF Uf= ln(O.234Ec-7.27) +O.O0l54 Ec 13 gim Uf= ln(0. 36 6 Ec- 9 .6 1) +0.000 l5 7 Ec

25 pim Uf ln(0. 19 3 Ec-4.4 8 ) + O.O0l 8Ec
50 Pim Uf~lf(O. I 17 Ec-2 .9 8 )A).OOO488Ec

Inductance Barrel Diameter
0. 22,uF/Reynolds: 0. 22 pF/Reynolds:
14 nH Uf =lfl(O.l19 3 Ec- 4 .4 8 )+O.001O8Ec infinite Uf=lfl(0. 19 3 Ec-4.4 8 )+O. 0 0 lO8 Ec
35 nH Uf= ln(0.29 lEc l 2 .4 )-0 .OO 2 6 2 Ec 0.25 nmm Uf= ln(0. 3 3 7 Ecl 4.6)-0.0001 ISEc
73 nH Uf= ln(0.458E,-22.l1)-0.00304E,. 1.0 mmn Uf= ln(0.2 19E 1,-6.97) +0.00l55E,

Electrical Characterization of the EBF

From the EBF current and corrected voltage measurements (Podlesak et al., 1992) the current density,
dynamic resistance and energy deposited-up-to-burst were calculated. Over the voltage range
investigated, only the resistance at burst was found to be nearly constant and independent of the other
parameters employed. The value was typically between 0.6 0) and 0.7 n~, falling to 0.2 Q only for
the lowest firing voltages.

The energy deposited-up-to-burst, Eb, is Plotted in Fig. 6 as a function of firing energy for the
capacitance, inductance, switch, flyer thickness, and barrel diameter arrangements evaluated. The
data begin steeply and then tend to flatten out at the higher firing energies.
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Fig. 4. Peak flyer velocity versus firing voltage for the capacitance, inductance, switch,
flyer thickness, and barrel diameter arrangements evaluated.

Figure 7 shows the relationship between the burst current density, Jb, and the peak flyer velocity as a
function of capacitance. Theoretical curves based on the electrical Gurney model (Tucker and
Stanton, 1975) are also shown. The values for the electrical Gurney parameters, K and n, were found
by using a least squares fit (Press et al., 1987) on the burst current density data and are shown in
Table IV. Switch type did not affect the determination of K and n and therefore K and n values for
the particular switches are not shown explicitly. Too few data points were available to provide K and
n values for the inductance and barrel diameter investigations.

DISCUSSION

Table I shows that for both the MRL and Reynolds switches, the calculated circuit inductance was
approximately constant over the range of capacitance values employed. Within each of these switch-
capacitance sets the calculated resistance ranges are also similar, except for the MRL switch/0.05 pF
arrangement where the resistance is significantly higher. The MRL-, Reynolds-, and EEV/0.22 j.F
arrangements had approximately the same circuit inductance and resistance values.

It was found that at low voltages (-0.6 kV) for the MRL switch/0.22 14F and 0.10 ýtF arrangements
there appeared to be a decrease in inductance but this is believed to be the result of an unreliable
calculation. The signal-to-noise ratio was low causing the time-interval measurement to be of dubious

I iI iI I II I II MIEIO
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precision. No apparent decrease in inductance occurred for the Reynolds and EEV switches.
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Fig. 5. Peak flyer velocity versus firing capacitor energy for the capacitance,
inductance, switch, flyer thickness, and barrel diameter arrangements evaluated.

Based on the measured peak currents (Fig. 3), the two capacitors employed at each capacitance value
are electrically equivalent.

For a ringdown, the first current peak is approximately given by

SR

VC- c 4 (3)

where Ip = peak current, R = circuit resistance, C= capacitance, and L = circuit inductance.

Assuming constant C and L, equation (3) shows that if changes of R with changing Vc are small, the
peak current would be approximately directly proportional to Vc, which is the form of the data shown
in Fig. 3. Fitting a straight line to the data and using equation (3) provides an alternative method for
estimating R. Values obtained for R in this way were higher (by up to 200 % in some cases) than
those obtained from ringdowns.
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Table IV. Electrical Gurney Energy Parameters

EBF(Cu)

Flyer Plate
K n C Thickness L

(ýLF) (Jim) (nil)

3.08x10- 7  2.176 0.05 25 10
2.70x 10-6 1.968 0.10 25 10
8.67x 10-5  1.536 0.22 25 12
5.60x10-5  1.544 0.22 13 14
5.80x 10-5  1.564 0.22 50 14

As mentioned above, within switch-capacitance sets the EBF flyer generators have about the same
circuit inductance and resistance. Thus it seems valid that a comparison of the performance of the EBF
generators within the MRL and Reynolds switch sets would show the effect of using different circuit
capacitances. Based on firing capacitor energies, Fig. 5 shows that for the MRL switch there appears
to be an insignificant difference between the 0.22 ýiF and 0.10 .iF capacitors but a significant
difference between these capacitors and the 0.05 jiF capacitor. On the other hand, for the Reynolds
switch there is an insignificant difference between the 0.22 pLF and 0.05 jiF capacitors up to an Ec of
approximately 100 mJ. Above this energy, a small difference occurs.

Similar features are evident in the Eb versus Ec curves (Fig. 6). The different performance of the
MRL/0.05 jiF arrangement at low firing energy is considered to be related to the higher switch
resistance rather than a capacitance effect. The switching is less efficient and therefore a higher
minimum Ec is required before the flyer plate can be launched.

The crossover in the energy and velocity curves (Figs 5 and 6) is believed to occur because (at a given
energy level) the smaller valued capacitor is charged to a higher voltage thereby producing a higher
dI/dt on discharge. Hence it can deliver energy to the bridge at a faster rate. The different rates at
which different capacitors can deposit energy results in the smaller capacitor ultimately depositing
more energy into the bridge and thus achieving a higher flyer plate velocity.

The Reynolds switch/0.22 RF arrangement with and without added circuit inductance shows that gross
inductance changes are needed to cause significant changes to EBF flyer generator pe,'formance. This
supports the assumption that the small inductance differences shown in Table 1 do not invalidate the
investigation of capacitance effects.

For optimum transfer of electrical energy to kinetic energy of the flyer plate, the bridge should burst
near the peak of the ringdown cycle (at this point no energy is stored on the capacitor). The time at
which the bridge bursts is dependent on the firing energy and can also be modified by changing the
circuit inductance. Therefore by adding inductance the burst point can be brought closer to the peak
of the ringdown cycle thereby compensating for the effects of reduced dI/dt and i. Hence it is
possible to achieve equality in performance over a small Ec range for different circuits as shown in
Figs 4, 5 and 6.

Only minor differences were found for the performance of the MRL-, Reynolds-, and EEV/0.22 gF
arrangements (Figs 4 and 5). This result would be expected because of the similar circuit inductance
and resistance of the switches (Table 1).

The performance of the Reynolds switch/0.22 ýiF arrangement with different flyer thicknesses (Figs 4
and 5) follows the expected trend for the 25 gtm and 50 .Lm flyers based on the expression
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V2  = (4)

where v1 , v2 , ml, and m2 are the velocity and mass of the two different flyers. Equation (4) is
derived on the assumption that the same kinetic energy is imparted to the two different flyers. For the
13 Iýtm thick flyer the trend is different, the velocity increase being at least 20% less than that
predicted by equation (4).

An interesting feature of the effect of the flyer plate thickness on Eb can be seen in Fig. 6. Up to an
Ec of 300-400 mJ, Eb is found to be independent of flyer plate thickness. This suggests that over this
range of Ec the kinetic energy of the flyer plates should be essentially independent of flyer plate
thickness. Thereafter the bridge attached to the thicker flyer plate, which is able to remain intact for
longest, achieves the highest Eb values. The reduced ability of the thinner flyer plate to confine the
foil after burst may be one reason for the lower than expected velocity for that flyer plate;
confinement by the flyer plate has been found to affect the resistivity of the foil (Stanton, 1976).

The performance of the Reynolds switch/0.22 gF arrangement with different barrel diameters (Figs 4
and 5) are essentially the same although the 0.25 mm diameter barrel shows a small difference at Ec
less than about 75 mJ. As shown in Fig. 8 velocity-distance data for the three different barrel
arrangements also appear to be the same. McDaniel (1990) suggests that an EBF flyer generator
without a barrel could require 20% more firing energy to achieve the same velocity as that with one.

0.25 m

I

Pirint Volta.

Fig. 8. Velocity-distance data at nominal firing voltages of 0.7 kV, 1.0 kV, and 1.75
kV for EBF flyer generators with barrel diameters of infinite (i.e. no barrel),
0.25 mm, and 1.0 mm.

Several investigators (Harlan et al., 1981, Kleinhanss et al., 1989, Schwarz, 1977, Vorek and
Velicky, 1981) have considered the shape of the flyer velocity versus voltage curve. For large bridges
(measured in mm) an almost linear relationship over a narrow voltage range has been reported (Harlan
et al., 1981, Schwarz, 1977, Vorek and Velicky, 1981). Schwarz (1977) has found a non-linear
relationship for bridges similar to those studied here. Barrels were employed in all those
investigations and only Schwarz (1977) considered voltages down to the onset of flyer formation.
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Figure 6 shows that there is also a non-linear relationship between Eb and Ec. In fact Figs 6 and 5
show similar trends as might be expected. The gradient changes in the Eb curves are reflected in the
gradient changes in the peak velocity curves. This suggests that the peak velocity might be
proportional to Eb. The exact relationship between Eb and Uf, and the contribution to Uf due to
energy deposited into the bridge following burst, has not been addressed in this paper.

The reason for the non-linear relationship is not clear. One factor may be the degree of ionization that
is achieved after the bridge is vaporized. This is important because as the gas ionizes, the resistivity
begins to drop (Chen, 1974) making it more difficult to deposit energy. Therefore, while operating
the EBF flyer generator at a higher firing energy certainly results in a greater Eb, this is achieved with
a reduced efficiency.

It is interesting to note that such a non-linear relationship between flyer velocity and voltage implies
that a simple energy balance consideration such as:

Ekf ý Ec - Eo (5)

where Ekf = the kinetic energy of the flyer plate, and E0 = a constant, cannot provide accurate
estimates of the flyer velocity over a wide voltage range because, in general, Eo is not constant. Such
expressions, however, may be valid over small voltage ranges as proposed by Harlan et al. (1981). In
these cases Eo is a constant and

Uf - Vc (6)

The electrical Gurney parameters shown in Table IV indicate that K and n are not independent of the
circuit capacitance. For increasing capacitance, K increases while n decreases. This dependence is
possibly related to the unaccounted for rate dependencies of the I and m parameters employed in the
original electrical Gurney model development (Tucker and Stanton, 1975). A relationship between
circuit inductance and the Gurney parameters may also exist, although insufficient data are presently
available to determine this.

Table IV shows that similar values for K and n for various flyer plate thicknesses were obtained for
the 0.22 gF EBF flyer generators. This shows that the configuration factor adequately accounts for
flyer plate construction, as expected.

CONCLUSIONS

The functional dependence between the flyer plate velocity and the firing voltage or energy has been
established for different EBF flyer generators. The relationship was found to be non-linear over a
wide voltage range. The same non-linearity can be seen in the relationship between Eb and Ec
suggesting that the energy deposited into the post-burst plasma may only have a minor effect on the
final velocity. The non-linearity is due to the decreasing efficiency of the energy transfer from the
charged capacitor into the bridge as the charge voltage increases.

This study has shown that circuit inductance, capacitance and resistance (including switch resistance)
can affect the performance of these small-scale EBF flyer generators. It is possible, however, to
achieve essentially equivalent performance over a range of Ec by appropriately adjusting the circuit
parameters. Altering the flyer plate thickness also affected performance, although this appears to
reduce as the thickness decreases. Barrel dimension seems to have an insignificant effect on final flyer
plate velocity.

The electrical Gurney model parameters for the various EBF flyer generators investigated were found
to depend on circuit capacitance. Switch type and flyer plate construction did not affect these
parameters.
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IMPACT FLASH AND DEBRIS CLOUD EXPANSION

OF HIGH-PURE METAL FOILS

K. WEBER, V. HOHLER, A. J. STILP

Fraunhofer-Institut fur Kurzzeitdynamik
- Ernst-Mach-Institut -

Terminal Ballistics and Impact Physics Division
EckerstraBe 4, D-7800 Freiburg, FRG

ABSTRACT

Results of 2 mm aluminum spheres perforating Al, Cu, Mo, Ag, Au, Sn, and Zn metal foils of a purity
> 99.9 % with thicknesses between 0. 1 mm and 2.0 mm, densities of up to 20 g/cm 3, melting temperatures of
500 - 3000 K and specific heats of fusion of 20 - 350 kJ/kg at impact velocities between vp =4.5 km/s and vp
= 9 km/s are presented. The influence of target thickness, target material properties and impact velocity on the
perforation hole diameter, impact flash duration and expansion velocity, fragmentation and debris cloud
formation at nearly constant areal density is demonstrated. The dependence of impact crater pattern at witness
plates on target material density, thickness, impact velocity and areal density ratio between projectile and
target material is discussed. For tin and lead evidence is given for the ability of digital scanning electron
microscope analysis as an effective tool for indicating change of aggregation from solid into liquid and for the
determination of relative projectile and target material quantities.

INTRODUCTION

Space objects, e.g. satellites and manned space vehicles, are hit by micrometeoroids from comets and asteroids
or space debris fragments. These natural and man-made particles in low (LEO) and geostationary (GEO) earth
orbit have average velocities in the order of several km/s to 20 km/s. Projectile and target interaction results in
an impact flash and a fragmentation process with different states of aggregation of the involved materials.
These impact phenomena can be simulated by means of a two-stage light gas gun for impact velocities of up to
10 km/s. The tests have been carried out at velocities of 4.5 km/s, 6 km/s and 9 km/s with 2 mm diameter
aluminum spheres against thin metal targets with a purity of > 99.9 %, melting temperatures between 500 K
and 3000 K, heats of fusion from 20 kJ/kg to 350 kJ/kg and areal densities of p • t = 2.2 - 2.7 kg/m 2 for the
investigation of (1) the duration and expansion of the impact flash, (2) the influence on the perferation process
and (3) the fragmentation behaviour and debris cloud formation. According to the high shock v ave amplitude
at these impact velocities, the fragmentation process is accompanied by melting and vaporization of both
projectile and target material. For examination of the fragmentation behaviour and the state of aggregation the
debris cloud formation has been observed with an IMACON-790 high-speed camera and polished copper and
aluminum witness plates have been additionally positioned behind the target. Perforation hole lips as well as
impact crater patterns on witness plates were analyzed by scanning electron microscope technique for (1)
identification of solid and molten material and (2) for determination of relative projectile and target material
quantities.

EXPERIMENTAL SET-UP AND TEST PARAMETERS

The impact experiments have been performed at the EMI 15/5 mm two-stage light gas gun for impact
velocities of vp < 6 km/s and at the 40/10 mm LGG for v > 6 km/s. A high vacuum pump system allows
target chamber pressures of up to 10-3 Pa. An adapted IMA(&ON-790 high-speed camera with a time resolution
from microseconds to nanoseconds is triggered by the projectile shortly before the projectile impacts the target
(Fig. I) and initiates plasma, debris cloud and backsplash formation. Polished copper and aluminum witness
plates, 100 x 100 mm in size have been positioned 75 mm behind the target to evaluate the state of aggregation
of both projectile and target material.
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Fig. 1. Experimental set-up

In all tests 2 mm diameter aluminum spheres were used. The foil thicknesses were varied from 0. 125 mim for
gold (Au) to 1.0 mm for aluminum (A]) and densities between 20 g/cm3 (Au) and 2.7 g/cm3 (A]) due to
roughly constant areal densities of p • t = 2.2 - 2.7 kg/m2. Especially for investigation of_phase changes 2.0

mm thick tin (Sn) and zinc (Zn) targets with high areal densities of p • t = 14.5 g/cm and low melting
temperatures of Tm - 500 K (Sn) and Tm = 700 K (Zn), respectively, have been tested. As can be seen from
Table 1, the melting temperature of all other investigated materials - besides lead (Pb) - are distinctly higher
and achieve a maximum of Tm = 3000 K for molybdenum (Mo). Further physical and thermodynamic
properties, given in Table 1, are sound velocity c,, material density p, vaporization temperature Tv, specific
heat of fusion qm, specific heat of vaporization qv, target thickness t and areal density p • t.

Table 1. Physical and thermodynamic properties of metal foils

Mat. purity P Tm T, qm qv t p*t cs

[g/cm 3] [K] [K] [kJ/kg] [kJ/kgj [mm] [kg/M2] [m/s]

Mg 99.9 1.74 923 1373 209.3 5652 1.0 1.74 5070

Al 99.999 2.7 933 2543 355.9 11723 1.0 2.7 5110

Ni - 8.90 1728 3273 293.1 6197 0.3 2.7 4970

Cu 99.99 8.96 1356 2603 209.3 4647 0.25 2.2 3800

Mo 99.9 10.2 2898 5833 292.4 7188 0.25 2.6 5600

Ag 99.95 10.45 1234 2223 104.7 2177 0.25 2.6 2790

Au 99.99 19.3 1336 2973 67.0 1758 0.125 2.4 2000

Zn 99.95 7.1 692 1180 112.2 1800 2.0 14.2 3600

Sn 99.99 7.3 505 2573 58.6 2596 2.0 14.6 2690

Pb - 11.34 601 2003 23.9 921 1.5 17.0 1200
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THIN TARGET PERFORATION

By definition thin targets are plates with thicknesses t less than or equal to the projectile diameter d. Dependent
on t/d, material properties, and impact velocity, the projectile and target material can be strongly disrupted
into solid fragments, and at higher velocities melting and vaporization can additionally occur. The hole
diameter increases with increasing velocity from values nearly identical to the projectile diameter d for very
thin targets with t/d < < I to maximum diameters for semi-infinite targets with t/d > > 1. Fig. 2 shows the
target hole diameter D normalized by the projectile diameter d as a function of the impact velocity vp and the
t/d ratio as a parameter.

D/d
7 empirical fit (K'ns!ow)
D/d = 0.45 (t/0)211 3 V+ 090 for Al, t/d 0.5

6 Zn, 1.0 + Sn, 1.0 • Mo, 0.125 o

Au, 0.06250 AM, 0.5 L Ag, 0.1255-
Cu, 0.125

4- Pb, 0.75

3[

2 0 •••[

1 ________Vp 1km/sFi
4 5 6 7 8 9

Fig. 2 Perforation hole diameter D normalized by projectile diameter d versus
impact velocity vp for 2 mm diameter aluminum spheres and t/d 0.0625,
0.125. 0.5, 0.75. 1.0

In the diagram the foil thickness to projectile diameter ratio has been varied from t/d = 0.0625 for gold (Au)
to t/d = 0.125 for molybdenum (Mo), copper (Cu) and silver (Ag). which are materials with a relatively high
density and melting temperature. For these t/d ratios the D/d dependence on vp is very weak. For greater t/d
ratios the normalized perforation hole diameter D/d increases with increasing vo, as shown in Fig. 2 for the
aluminum and tin/zinc foils with t/d ratios of 0.5 and 1.0/1.0. For comparison reasons the relationship

D = 0.45 -v (t)" + 0.90 for vp [km/s] and 0.040 < < 0.504

derived from experimental data for aluminum spheres and 2024-T3 Al shields given by Kinslow (1970)
demonstrates an underestimation of the experimental data found for the aluminum foils of high purity, tested in
this work. Further, the underestimation is much stronger for the metal foils with thicknesses of t/d = 0.0625,
0.125 and 1.0, which consist of Au, Ag, Mo, Cu, Sn and Zn. For the tested tin foi!s the D/d values are about
50% greater than for the zinc targets, although identical target thicknesses were chosen (see also Fig. 4). With
p = 7.1 g/cm 3 for tin and p = 7.3 g/cm 3 for zinc the material densities are nearly identical and both materials
have low melting temperatures of Tm = 505 K and Tm = 692 K but the specific heat of fusion q, of tin is
half the value of qm of zinc. For melting I kg tin a heat of fusion of only Qm = 58.6 kI is necessary, whereas
the liquefaction of the same mass of zinc needs twice this amount (see Table 1).

Assuming that during the perforation process of the tin as well as the zinc foil, the impact-induced shock wave
causes identical amounts of the kinetic energy to melt target material, in the case of tin twice the mass of zinc
will be molten. Indeed, a comparison of target mass losses during perforation, determined from the perforation
hole diameters, gives evidence for this ass, mption. The corresponding mass loss values for the velocities
around 4.5 km/s, 6 km/s and 9 km/s are listed in Table 2:
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Table 2. Heat of fusion Qm and molten target masses AmT

target vP Ekin AmT Qm Qm/Ekin Am T/Sn
material [m/s] P[ [g] [.] [%] AmT/zn

Zn 4660 122.8 0.283 31.8 25.9
1.99

Sn 4710 125.4 0.562 32.9 26.2

Zn 6100 210.4 0.388 43.5 20.7
2.16

Sn 6290 223.7 0.836 49.0 21.9

Zn 8180 378.4 0.644 72.3 19.1
1.84

Sn 8670 425.1 1.184 69.4 16.3

The projectile mass of m = 1.13 • 10-5 kg was determined due to an aluminum sphere diameter of d 2 mm
and a material density otp = 2.7 g/cm 3 . The heat of fusion was normalized by the kinetic energy Ekin = l/
ra* Vp2.

Additionally to the tests with tin and zinc foils, one experiment has been performed with a lead foil of t = 1.5
mm due to an areal density of p - t = 17.0 kg/m 2, similar to the p • t values of Sn and Zn. The melting
temperature of Tm = 601 K of lead is between Tm (Sn) and Tm (Zn), but its specific heat of fusion q, is about

half the qm of Sn and one fifth the q, of Zn (Table 1). Fig. 2 demonstrates that lead has the highest D/d ratio
of all tested foils. From this, an additional hint is given for the perforation hole formation dependence on
thermodynamic material properties, e.g. Qm.

From Figs. 3 and 5 it can be seen that D/d converges asymptotically against D/d = 1 for infinitely
thin foils with d/t -- oo independent of the material properties and impact velocity.

Did___________ _

61 Zn

5- ` - v, = 87 km/s x Au

+ < v. = 63 km/s Sn

4[ -- v, = 82 km 's Al
+ - ,, 4 7 k mi/s

0Me

<-- "-' : 4t7 km/S Ag2- = CuI

11
0 10 15 20

d/t

Fig. 3 Perforation hole diameter D normalized by projectile diameter d versus
projectile diameter to foil thickness ratio d/t for 2 mm diameter aluminum
spheres at impact velocities between v, = 4.4 km/s and vp = 8.7 km/s
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DEBRIS CLOUD FORMATION

Projectile and target materials fragmentation

During the perforation of a target by a hypervelocity projectile, fragmentation of projectile as well as
target material can occur if the tensile stress exceeds the fracture stress. Additionally, at each free
surface the shock waves will be reflected as rarefaction waves and can cause further fragmentation.
The shape, dimensions and material distribution of the debris cloud as well as the fragment size of
projectile and target materials is a function of the material densities, thermodynamic properties such
as melting temperature Tm, specific heat of fusion qm, projectile-diameter-to-target-thickness ratio d/t,
and the impact velocity vp.

In Fig. 8 a 0.1 mm thick brass foil with a material density of 8.6 g/cm 3 (p • t = 0.86 kg/m 2) was perforated
by a 2 mm diameter aluminum sphere (d/t = 20) at v, = 3.1 km/s, 4.2 km/s and 4.5 km/s. For the lower
velocity of vp = 3.1 km/s the projectile remains nearly intact only surrounded by small projectile particles.
With increasing velocity the impactor material is more and more distributed backward of the ellipsoid-shaped
cloud due to the higher degree of fragmentation. At v, = 4.2 km/s the shock and reflection waves are strong
enough to disrupt the projectile into particles of uniform size distributed on a concentric ring. A small increase
of vp causes a distinctly smaller fragment size located on a larger ring diameter Dr (Table 4). At an impact
velocity around 6 km/s the crater ring pattern has been replaced by ., roughly homogeneous crater size
frequency distribution.

Table 4. Crater ring diameters and half space angles; spacing 75 mm

thick-
Target ness v Dr1  Dr,, 01 0 Fig. No.
material [mm] [tm/sl [mm] [mnm] [degree] [degree]

Ms 0.1 4.2 16.5 6.3 8b
Ms 0.1 4.5 21 8.0 8c
Au 0.125 4.4 28 10.6 - 9a
Ag 0.25 4.4 24.75 39.5 9.4 14.8
Mo 0.25 4.6 24.5 38 9.3 14.2 9c
Cu 0.25 4.6 25 - 9.5 - 9d
Al 1.0 4.7 26.5 - 10.0 - 10a
Al 0.914 6.0 31 40.5 11.7 15.1 10b

The occurrence of the crater ring pattern seems to be not very sensitive in a variation of the foil thickness and
the projectile diameter to foil thickness ratio d/t, respectively, as long as the areal density p • t will nut be
changed dramatically. Figs. 8 - 10 depict the witness plates of Ms, Au, Mo, Cu and Al foils for areal densities
of p • t = 0.9 - 2.7 kg/m 2 and d/t values between 2 and 20 due to foil thicknesses of 0.1 - 1.0 mm (Table 1)
perforated by 2 mm diameter aluminum spheres at vp around 4.5 km/s. A comparison of Fig. 8c, Figs. 9 - 10b
and Table 4 shows distinctly larger impact craters on a smaller crater ring diameter Dr, for the 0. 1 mm Ms foil
than for the thicker Ag, Mo, Cu, Au and Al targets. In addition, maximum half space angles of 01 = 10.0
degrees and 10.6 degrees were measured for the low dense aluminum (p = 2.7 g/cm 3, t = 1.0 mm) and high
dense gold foils (p = 19.3 g/cm3, t = 0. 125 mm). For the 0.25 mm Ag, Mo and Cu bumpers nearly identical
01 values of 9.4, 9.3 and 9.5 degrees have been determined. Additionally, for the Ag and Mo sheets of equal
densities p = 10.45 g/cm3 and p = 10.2 g/cm 3, second crater rings of 02 = 14.8 degrees (O = 9.4 degrees)
and 02 = 14.2 degrees (01 = 9.3 degrees) have been observed.

At higher velocities of vp around 6 km/s crater ring patterns could only be identified for 1 mm aluminum
targets (Figs. 10a + 10b).

In nearly all experiments the impact crater ring pattern on witness plates is indicated by the shape of a
truncated cone of the front part of the cloud with particle concentration at front and rear lines.

Crater ring pattern has also been found for 10 mm hard metal spheres of p = 14.7 g/cm 3 impacting 2 mm
steel targets of an areal density of p • t = 15.7 kg/m 2 at impact velocities between 3.5 km/s and 4 km/s (Stilp
et al., 1990) and for 1 mm soda-lime glass spheres against 0.25 mm teflon foils at v = 6 km/s (Horz, 1990).
From this and the results presented here, a necessary condition for the appearance of impact crater ring pattern
seems to be that the areal density of projectile material pp p d is greater than the areal density p • t of target
material.



a) v-- 3.1 km/s b) v 4.2 km/s 45 km/s S."

Fig. 8 Impact crater pattern of 2 mm diameter aluminum spheres against 0.1 mm
brass foils: aluminum witness plates with a spacing of 75 mm

tj = 4 s, t2  6 jxs; tI 4 us, t- = 7 p s: 25m m tI = 4 As, t. = 6 p s;

4.4 km/s;R = 3.0 km/s vp 4.6 km/s; vR = 3.2 km/s v 4.6km/s.VR

a) Au 0. 125 mm; AI-WP; b) Mo 0.25 mm; Cu-WP; c) Cu 0.25 mm; AI-WP;

Fig. 9 Debris clouds at times t1 and t2 after impact and impact crater pattern of 2
mm diameter aluminum spheres against gold (Au), molybdenum (Mo) and
copper (Cu) foils; aluminum (Al-WP) and copper (Cu-WP) witness plates
with a spacing of 75 mm

[II
vp= 4.7 km/s; VR 2.9 km/s vp = 6.0 km/s: vR = 5.0 km/s v. = 6.1 km/s: VR = 4.4 km/s

a) Al 1.0 mm: AI-WP; b) Al 0.914 mm; Cu-WP; c) Mo 0.25 mm: Cu-WP:

Fig. 10 Impact crater pattern of 2 mm diameter aluminum spheres against
aluminum (Al) and molybdenum (Mo) foils; aluminum (AI-WP) and
copper (Cu-WP) witness plates with a spacing of 75 mm
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The material compression by the shock waves along the Hugoniot curve is a nonisentropic process, whereas
the release to ambient pressure is a near isentropic one, thus the impact-involved material will be heated in its
final (decompressed) state. Dependent on the impact velocity, the state of material can be changed from solid
into the liquid and/or vaporized condition. Table 5 depicts the Hugoniot pressures for melting and vaporization
of some metals tested in this work (Kinslow, 1970; Zukas, 1982; Anderson, Jr., et al., 1990). For the Al, Cu
and Pb targets where the projectile consisted of Al the impact velocities for the state change are given. Fig. 12
shows the estimated residual temperature versus particle velocity (one-half of the impact velocity) for Al -*

Al, Pb -- Pb and Mo - Mo (Anderson, Jr., et al., 1990). A comparison of Table 5 and Fig. 12 delivers that
the given impact velocities of Table 5 for incipient/complete melting and vaporization are twice the value of
the particle velocities if impactor and target consist of the same material.

Table 5: Impact pressures and velocities for melting and vaporization

Target Proj. incipient melting Omqplete melting Incipient Vaporization 03oplete vaporization

mat. nut. prss[r Vp pressure Vp pre Vp pressre Vp(GPa] {GPa] [ion/ls tGPai [knIs] (GPal [(aIs] [GPa] [knls]

Al # Al 67 5.50 88 6.6 167 10.2 470 -

01 # Al 140 6.60 184 8.00 340 12.6 3400 -

Pb # Al 27 2.1 34 2.5 84 4.8 230 9.1
Au * - 150 - 160 - - --

Mo + Ho 238 5.5 289 6.3 409 8.00 - -

# [Zukas], * [Kinslow], + [Anderson, Jr.]

The digital scanning electron microscope photographs of Fig. 13 present a typical impact crater of an Al/Ag
crater ring pattern at vp = 4.4 km/s. According to Table 5, for an Al/Al impact incipient melting can be
achieved at v = 5 5 km/s. Because of PAg > 3 ' PAI the Al/Ag impact yields melting at a lower vp, proven
by the pasty fook of the crater surface material (Fig. 13a), mainly consisting of aluminum from the projectile
(Fig. 13b). It has been found that the target material, here indicated by silver, is homogeneously distributed
inside as well as outside the craters, evident with the assumption of a uniform target material distribution over
debris cloud surface (Zukas, 1982; Piekutowski, 1990).

For incipient melting of Pb by an Al projectile a vp = 2.1 km/s is necessary, which is distinctly lower than the
impact velocity for melting of tin due to the different shock wave data (van Thiel, 1966) and thermodynamic
properties.

In the case of tin and zinc foils (d/t = 1.0) the residual velocity of debris cloud particles vR 5 1/3 vp (Fig.
11) is sufficiently low not to cause changes of aggregation of copper witness plate material by Sn and Zn
particle impact.

• E

a) Sn 2.0 mm; vp = 4.7 km/s b) Sn 2.0 mm; vp = 8.7 km/s c) Zn 2.0 mm: vp = 8.2 km/s

Fig. 14 Digital scanning electron micrographs of the front part of the perforation
hole lips of 2.0 mm thick tin (Sn) and zinc (Zn) foils perforated by 2 mm
diameter aluminum spheres at impact velocities between v. = 4.7 km/s
and 8.7 km/s, corresponding to Fig. 4.
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PENETRATION OF EXPLOSIVELY FORMED PROJECTILES

C.A. WEICKERT and P.J. GALLAGHER

Defence Research Establishment Suffield
Box 4000, Medicine Hat, Alberta, Canada, TIA 8K6

ABSTRACT

Results of an experimental and computational investigation on the effects of the shape of an explosively
formed projectile on the penetration into various targets are presented. Seven different shapes of Armco
iron EFPs with a velocity range of 1666 - 1862 m/s were fired into stacked targets consisting of mild
steel, RHA, aluminum armour, and OFHC copper plates. Numerical simulations were performed with
the ZeuS two-dimensional hydro-code. It was found that a range of projectile profiles and velocities
produced differing levels of penetration into the various targets.

INTRODUCTION

The design of explosively formed projectile (EFP) warheads involves many parameters which effect the
projectile shape. Physical properties and responses of the explosive, liner and casing materials represent
some of these parameters. Other parameters are geometric, such as liner contours, casing dimensions,
charge diameter, etc.. Successful EFP design will arrive at parameters which lead to an EFP able to
defeat a specific target.

Presented in this paper are comparisons of experimental results of 19 firings (sectioned target profiles)
and two-dimensional finite element calculations of EFP penetration. Correlations Letween the EFP
profiles and velocities and the penetration depths were established.

EXPERIMENTAL SET-UP

The EFP charge design is described previously (Weickert and Gallagher, 1992). Through variation of
the charge confinement parameters, seven EFP shapes were produced from a single liner/case design.
Characterization of the EFPs was derived from flash X-radiographs of the projectiles in flight and through
examination of soft-recovered projectiles.

A series of targets, made up of stacked thicknesses of plate, were assembled and fired against with an
array of the seven iron EFP shapes generated (shown in Fig. 1.); 1-7 against mild steel, and 1, 3, 5, and
7 against each of RHA, Al, and Cu. Each target was composed as described in Table I below.

Targets were shot at close range (-1.4 m), but at a sufficient distance to allow the EFPs to form
completely. Flash X-radiographs were taken for each EFP prior to impact to establish velocity and
profile.

809
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Sectioned Profiles of EFPs.

25mm
1666 rn/s

::D D 3 D4

1701 m/s 1731 mls 1748 m/s

5 0> 6 0

1822 m/s 848 m/s 1862 m/s

Fig. I Experimental EFP profiles.

Table I. Target material description.

TI 2 - 300 nun squares of 50.8 mm thick mild steel plate.

T2 2 - 300 mm squares of 50.8 nun thick RHA steel plate.

T3 4 - 300 mm squares of 38.1 nun thick 7039 aluminum armour plate.

T4 4 - 250 mm squares of 25.4 nun thick OFHC copper plate.

"All backed with 4 - 300 mm squares of 25.4 mm thick mild steel and a

600 mm square of 100 mm thick armour plate.

NUMERICAL SET-UP

Numerical simulations of the EFPs impacting and penetrating the various targets were run on an 80486
based micro computer using ZeuS (Zukas and Segletes, 1987) a two-dimensional, Lagrangian hydro-code.
The penetrator and target properties used for the code's material models, are shown in Table II. This
was the latest release of the ZeuS code, and there is not yet an extensive library of material properties.
Furthermore, the failure and erosion criteria, in the code have been re-worked. Thus parameters
controlling these events have not been developed fully for the materials studied here. They are also code
dependent numerical parameters and not completely linked to a physical property. Also, strain rate and
temperature dependent properties were not used, since the specific materials used here have not yet been
characterized to this extent.

RESULTS

The purpose of the present study was to detennine the effect of an EFP profile on the penetration into
a variety of target materials.
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In Fig. I are shown the seven EFP profiles produced, P1 through P7, and their velocities (Weickert and
Gallagher, 1992). A timed sequence (At = 25 ps) of an EFP, P5, going into a target (TI) is shown in
Fig. 2. The final (=150ps) frame and experimental profile are shown in Fig. 7.

The full sequence of penetrator shapes (PI-P7) were fired against mild steel targets (TI). The computed
and experimental profiles of this series are shown in Figs. 3-9.

For the RHA, Al, and Cu targets (T2, T3, T4), only penetrators P1, P3 ,P5, and P7 were used. The
simulations and experiments for these targets are shown in Figs. 10-13 (RHA), Figs. 14-17 (Al), and
Figs. 18-21 (Cu).

Reasonable agreement can be seen between the predicted and experimental penetrations, especially
considering the range covered by the series. The EF13 profiles were characterized by: velocity, projectile
length, solid length over projectile length ratio, and percent solid volume (Table III). Plots of penetration
depth versus each of these parameters are shown in Figs. 22-25. There is a knee in most of the plots
indicating minimal penetration performance enhancement above a limit. Although, penetration depth is
only one parameter, and closer examination of the post-impact target profiles, reveals changes to the hole
size, shape and deformation of non-penetrated plates with each shot.

Table II. Model material properties.

Oyield uls -u.s P ni.

(MPa) (MPa) (MPa)

Armco Iron (EFP) 400 500 0.20 1230

Mild Steel (Target 1) 820 820 0.0001 1230

RHA steel (Target 2) 900 1100 0.20 3030

7039 Al (Target 3) 400 500 0.20 1000

OFHC Cu (Target 4) 450 450 0.20 5000

Table III. Projectile characterization data.

Projectile Velocity Length Solid Length/ %Solid Volume
(m/s) (mm) Length

P1 1666 59.7 0.29 75.2

P2 1701 60.7 0.29 68.3

P3 1731 69.7 0.36 76.8

P4 1748 67.3 0.48 86.5

P5 1822 70.9 0.67 90.6

P6 1848 65.3 0.71 91.3

P7 1862 62.1 0.86 93.4
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CON(CUIJSION

The shape of an EFT' signilicantly effects the depth and profile of the penetration into a target materials.
Each EFP profile carried a specific set of velocity, length, and degree of solidness (wrt length and
volume), and as such no single parameter could be singled out.

More work is required in properly characterizing the materials to bring the simulation into closer
agreement with the experunents. •he ZeuS code allows for externally defined material modek, which
could, in time, generate an improved matching to the experimental results. With better agreement
established, then single parameter variation, computational studies could be carried out, relatively
inexpensively, to further optimize EFPs.
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Fig. 2 Computational sequence of an EFP (P5) entering a target (TI),
At = 25 ps, times 0 to 125 pts.
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I:ig. 3 Projectile (P1) into Target (TJ ), Fig. 4 Projectile (P2) into target (TI),
simulation (a) 150 ps (top) and experiment, simulation @ 150 ps (top) and experiment.

F ig. 5 Projectile (P3) into Target (TI ). F:ig. 6 Proictile (134) into target (TI).
simulation 01, 150 ps (top) and experiment. simulation O@, 150 ps (top) and experiment.



Fig. 7 Projectile (135) into target (TI), Fig. 8 Projectile (P6) into target (rl),
simulation @ 150 ps (top) and experiment, simulation @ 150 g: (top) and experiment.

F ig. 9 Projectile (1P7) into target (TI),
simulation (a) 150 ps (top) and experiment.



Fig. 10 Projectile (P1) into Target (T2), Fig. I11 Projectile (P3) into target MT),
simulation (0 150 p~s (top) and experiment, simulation @c 150 ps (top) and experiment.

Fig. 12 Projectile (P~5) into 'Target (11), Fig. 13 Projectile (P7) into target (T2)
simulation (0 150 ps (top) and experiment, simulation 00 150 ps (top) and experiment.
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Fig. 14 P~rojectile (P1) into Tairget ('13), [ig. 15 Projectile (P3) into target MT3,
simulation (11) 150) Ps (top) and experiment, simulation 01 150 PN (top) and experiment.

- I-

F ig. 16 Projectile W5~) into Target CH'), Fijg. 17 Projectile (M7) into target (T3).
simulattion (a'\ 150) ps (top) ind experiment, simulation (a' 15 ps) ' (top) and experiment.
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Fig. 18 P3rojectile (1P1) into Target (T4), Fig. 19 Projectile (P3) into target (14),
simulation (a 150) ps (top) and experiment. simulation 0@ 150) pi. (top) and experiment.

Fig. 20) Irojeci into T[arget (74), Fig. 21 Projectile (P17) into target (14).
simulation (u 151) ps ,,ip),.ind experiment, simulation O@ 150 ps (top) and experiment.
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MODELS OF HIGH VELOCITY IMPACT PHENOMENA

C. A. Wingate, R. F. Stellingwerf, R. F. Davidson and M. W. Burkett

Los Alamos National Laboratory, Los Alamos, NM 87545

ABSTRACT

Models of craters formed by impacts at velocities of up to 24.5 km/sec have been computed using the
Smooth Particle Hydrodynamics, MESA, EPIC and CALE codes. These modeling efforts are compared
to data obtained from the Hypervelocity Microparticle Impact project at Los Alamos using the van de
Graaff accelerator. A factor of 5 increase in yield strength was needed to account for high strain rate ef-
fects and to match the data. Structure in the data is addressed by using crater volume instead of crater di-
ameter cubed. Detailed code comparisons were made between the four codes with good agreement found.

INTRODUCTION

The Hypervelocity Microparticle Impact (HMI) project (Keaton et. al., 1990; Stradling et. al., 1990) has
obtained impact data from microscopic iron spheres at velocities of I km/sec to 100 km/sec impacting a
variety of targets. The iron sphere projectiles are charged and accelerated electrostatically in a 6 MV Van
de Graaff accelerator. Each impact is characterized by simultaneous measurement of projectile charge and
velocity using careful cross-correlation techniques. A scanning electron microscope is used to measure
the crater characteristics with the crater diameter being the pertinent piece of data for this work. For the
work reported here ve have concentrated on the copper and aluminum targets.

Figure I shows a plot of the Cu and Al data for the velocity range of about 5 - 30 km/sec. The quantity
plotted is the crater diameter cubed divided by the projectile mass and is plotted versus the projectile ve-
locity. This particular quantity is plotted in order to show the scaling features. In addition to the HMI data
there are a few macroscopic impact data points plotted. There are two interesting features to this data. The
first is that the HMI microparticle impact crater volume divided by projectile mass in the range of 5-10
km/sec is about a factor of 4 below the macroscopic impacts. If the scaling were obeyed by the micro-
scopic impacts they should lie on top of the macroscopic data. The other interesting feature of the HMI
data is the structure in the data in the range of 10-30 km/sec. There are two plateaus in the data.

Another way of seeing the crater volume difference between the macroscopic and microscopic data is
with the Sorensen data correlation shown in Fig. 2 (taken from Walsh et. al., 1991). This figure plots the
volume ratio, V divided by V0 , versus the scaling quantity

2PV (1)
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where p is the target density, v is the impact velocity and s is the shear yield strength for the target mate-
rial. The data plotted are all copper-copper impacts of various sizes and include one HMI data point. The
line is a data correlation due to Sorensen (1965) and fits the macroscopic data quite well. The formula for
the correlation is

V Pv 2 0.845

- = 0.12(-) (2)
V0  S

The 1lMI data point falls well below the macroscopic data points and the correlation.
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Fig. 1. Plot of the Cu and Al data for the velocity range of about 5 - 30 kmnsec.
The quantity plotted is the crater diameter cubed divided by the projec-
tile mass and is plotted versus the projectile velocity. In addition to the
HMI data there are a few macroscopic impact data points plotted. The
two interesting features to this data is that the HMI microparticle im-
pacts in the range of 5-10 km/sec are about a factor of 4 below the mac-
roscopic impacts contrary to scaling and that there is plateau structures
in the data in the range of 10-30 km/sec.

The reason for this scaling failure, put forward by Walsh et. al. (1991) is that this is due to strain-rate ef-
fects in the target material (copper in this case). They argue that the smaller flows in the HMI data imply
much higher strain rates than in the macroscopic data and cause a higher effective flow stress which leads
to a smaller crater. The increase in the flow stress required to match the HMI data can be found by in-
creasing s in the Sorensen correlation until it matches the tHMI copper data. This results in a factor of 4.7
increase in shear yield strength to match the HMI data.

The focus of the work reported in this paper is to understand the volume difference between the macro-
scopic data and the IIMI data from a computational standpoint. Some initial work will also be reported on
trying to understand the structure in the HMI data in the higher velocity region.
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Fig. 2. Sorensen data correlation showing the volume difference between the
macroscopic and microscopic data.

DESCRIPTION OF COi)ES

The four hydro codes used in this work were EPIC, MESA, SPII and CALE. This section gives a brief de-
scription of each code and references to more detailed reports.

Smooth Particle Ilydrodynamics (SPII) is a relatively new technique for hydrodynamic calculations. It is
a gridless Lagrangian method using a pseudo-particle interpolation method to compute smooth hydrody-
namic variables. Each pseudo-particle has a mass, lagrangian velocity, and internal energy, whereas other
quantities are derived by interpolation or from constitutive relations. This technique has now been extend-
ed to include an elastic-plastic strength model, and a fragmentation model is being worked on. The code
has been applied to a variety of kinetic energy impact problems including crater formation and target pen-
etration and breakup. The current version of the code uses perfect gas, Gruneissen and SESAME eos, in-
cludes thermal diffusion, works in Id, 2d, 3d cartesian coordinates, 2d cylindrically symmetric and Id
spherically symmetric. Besides the elastic-plastic strength model the code also has the Johnson-Cook and
Steinberg-Guinan (being tested) strength models. HIE burn is being worked on. The code is used primarily
on Unix workstations and Cray machines where it is fully vectorized. There are also versions for PC's and
Mclntoshes. Details of SPIl are given by Monaghan (1982, 1985, 1988), Benz (1989), Stellingwerf
(1989, 1990), Libersky and Petschek (1990) Wingate and Fisher (1992) and Stellingwerf and Wingate
(1992).

EPIC (Elastic Plastic Impact Computations, Sept. 90 version) (Johnson, 1977, 1978) is a multi-material,
explicit, Lagrangian hydrodynamics code used primarily for analysis of ballistic and hypervelocity im-
pacts and jet/fragment formations. Cartesian, cylindrical and spherical geometry are available in ID,
while plane stress, plane strain, and axisymmetric geometry is available in 2D. The 2D version employs
triangular elements (standard and crossed), quadrilateral and one-dimensional elements. Shell elements
and the variable conductivity (NABOR) nodes are also available. The 3D version uses tetrahedral ele-
ments. EPIC utilizes an explicit time integration coupled with a lumped mass formulation. Five different
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material types are available to the user: solids, explosives, crushable solids, liquids and brittle solids. An
elastic-plastic fornulation, the Johnson-Cook strength model (Johnson and Cook, 1983) and the Zerilli-
Armstrong FCC and BCC models (Zerilli and Armstrong, 1987) are options for solids. Also, a Mie-Gru-
neissen equation of state (EOS) and a cumulative damage failure/fracture model (Johnson and Cook,
1985) can be employed. When fracture occurs, the solid can develop hydrostatic stresses but can no long-
er support deviatoric or tensile stresses. Also, erosion or total failure is permitted by removing the ele-
ment volume from the mesh while retaining the element mass. The erosion algorithm allows EPIC to
perform penetration calculations without mesh distortion problems. Explosives require a Jones-Wilkins-
Lee (JWL) or gamma law EOS. The explosive reaction is simulated with the programmed burn option.
Response of brittle solids can be simulated with the brittle strength and fracture model (Johnson and
Htolmquist (1990). A master-slave sliding interface logic is used to model sliding surfaces, voids and fail-
ure via erosion. Finally, the code can accommodate a variety of geometric shapes and has the standard hy-
drocode boundary condition options. The code sponsor for EPIC is the Air Force Armament Laboratory
(AFATL/MNW), Elgin Air Force Base and Honeywell Inc. was the major developer.

MESA (Bolstad and Mandell, 1992; Holian el. al., 1991) is a multi-material, explicit Eulerian hydrocode
used primarily for armor/anti-armor applications. The code employs a second order accurate finite differ-
ence scheme with a staggered grid for two and three dimensional problems. Cartesian and cylindrical ge-
ometry options are available. An "operator splitting" technique (Youngs, 1982) is utilized to obtain a time
dependent solution of the problem. During the calculation, each cycle consists of two phases: a
Lagrangian phase (updates material densities, velocities and internal energies) and an advection phase
(the transport of mass, internal energy and momentum is performed). Also, a Van Leer (Van Leer, 1979)
limiter is used to minimize oscillations associated with large gradients. Interface positions are resolved to
determine material volume fractions within a cell (Youngs, date unknown). The MESA EOS options in-
clude: ideal gas, Mie-Gruneissen, modified Osborne, JWL and SESAME (Hlolian, 1984). An elastic-per-
fectly plastic, modified Steinberg-Cochran-Guinan (Steinberg, 1980, 1991) and Johnson-Cook strength
models are available. The Johnson-Cook damage fracture model has been implemented. A standard pro-
grammed burn and a dynamic burn technique are available. MESA can accommodate a variety of geo-
metric shapes and has stwndard hydrocode boundary condition options.

CALE (Tipton, 1991) is a 2D ALE (Arbitrary Lagrangian Eulerian) hydrodynamics computer program
written in the "C" programming language. The "C" language was chosen to give both portability over a
wide range of computers and high flexibility in defining complex data structures. The Hybrid "C" vector-
izing compiler developed at LLNL is used on CRAY computers to produce highly optimized coding.
CALE has been ported to a variety of machines including VAX, MIPS, STELLAR, SUN SPARC, CON-
VEX, DEC Work Station, SGI Work Station and IBM RISC 6000. The name CALE was chosen because
it was referred to as the "C" ALE code. CALE is capable of multi-material Eulerian flow using a volume
fraction method to keep track of the interfaces. The strength models in CALE include: no strength, con-
stant shear and yield moduli, Steinberg-Guinan model, Cagnoux-Glenn model for ceramic material, tabu-
lated yield versus pressure and constant shear and yield moduli with constant melt temperature for the
temperature mode. CALE has a slide line treatment, can do axisymmetric problems in addition to Carte-
sian problems and has an MHlD package.

CODE CALCULATIONS FOR THE CU MACROSCOPIC PROBLEM

The purpose of these calculations was to determine the variation in crater volume caused by a 5-fold in-
crease in yield stress. Should the volume change be similar to that observed between the HMI and macro-
scopic data it would be an indication that the strain rate effect hypothesis is correct. In addition to this
major purpose we were also interested in doing a detailed code comparison in several areas.

There were many possible experiments that could have been modeled for this work including the ttMI
data itself. The problem selected for comparing the codes was a macroscopic Cu on Cu impact. The rea-
son for selecting a macroscopic experiment was that there are more detailed data for the experiment in-
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cluding crater depth and volume that is not available for the HMI data. The Cu target was selected since
we are focusing on the Cu and Al HMI data. Table I gives the details of the Cu-Cu impact experiment pa-
rameters.

The procedure was simply to do a base calculation using nominal yield stress and a second identical cal-
culation with the yield stress increased by a factor of 5. For Cu the nominal yield stress used was 2.4 kbar
and the increased yield stress was 12.0 kbar. The setup for the code models is also given in Table 1. All
four codes were used to model the nominal problem. Three of the codes (EPIC, MESA and SPH) were
also used to model tle increased yield stress problem. Even though the codes are all quite different we
made sure that they all ran the same problem as outlined in Table 1 and thus have a very good benchmark
on how the codes compare.

The initial and final plots of the crater as calculated with SPH is shown in Fig. 3. Figure 4 shows the final
crater shape for the EPIC and MESA calculations for the nominal yield case.

Table 1. Macro flydrocode Calculations Input Specifications

Ca Q ta
Initial Conditions Projectile and Target Material Copper

Impact Velocity 6.0 km/sec
Projectile Mass 0.5 g
Target Dimensions 4.0 cm radius, 4.0 cm thick

for low strength calculation
Target Dimensions 3.0 cm radius, 3.0 cm thick

for high strength calculation

EOS Parameters Density 8.93 g/cm 3

Sound Speed 3.94 km/sec
"s" Farameter 1.49

Gamma 1.96

Strength Parameters Type elastic perfectly plastic
Yield Strength 2.4e-3 Mbar, 1.2e-2 Mbar
Shear Modulus 4.6e- 1 Mbar

Discretization Geometry axisymmetric

Cell Size dr = dz = 0.04 cm

Boundary Conditions Synunetry Axis reflective
Target Surfaces free surface

The results for the crater volume is given in Table 2. The nominal yield strength calculations compared
well with the experimental data for crater shape and dimensions. Table 2 compares several scaling param-
eters between the calculations and experiment. The high yield strength calculation showed that a factor of
5 increase resulted in factors of 3.3 to 4.4 decrease in the selected scaling parameters. Reference 3 report-
ed that an increase in crater diameter3/projectile mass ratio by a factor of 3.7 corresponds to an enhance-
ment in yield strength by a factor of 4.7 when contrasting macro and micro impact experimental data
using Sorensen's scaling law4 . Thus the code calculations bracket this factor of 3.7 and provide evidence
for the strain rate hypothesis described in reference 3. Table 2 shows that the MESA and EPIC
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Fig. 4. The final crater shape for the EPIC and MESA calculations. Both plots

are for the nominal yield strength case.

calculated crater volume decreased by factors of 4.4 and 4.1 when the yield strength was increased by a

factor of 5. SPH predicted a factor of 3.3 decrease.
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Table 2. Comparison of code results for crater volume. The two calculations
done were with nominal yield stress (2.4 kbar) and with the stress
increased by 5.

Q E LM MESA Smi CALE

Crater Volume (cm 3) 4.82 5.52 6.17 6.16 5.16
at 32 pIs

Crater Volume (cm 3) 1.35 1.41 1.89
at 16 pIs (Yield Stress times 5)

Ratio 4.1 4.4 3.3

The results for other crater quantities are given in 'Fable 3. An average plastic strain rate and strain were
calculated and are provided in Table 3. At each time step (cycle), the incremental plastic work for a cell
(DPWi) containing target material was used to weight the current strain and strain rate in that cell. At the
end of the cycle, instantaneous average strain rate and strain values were calculated from the plastic work
weighted strain and strain rate contributions from all the target cells divided by the total plastic work for
the target material DP Wi during that cycle. For each time step n, the instantaneous average strain rate
<e.> is,

Z (DPWi) ii

(en) - ' ,(3)X DPW1
i

where i denotes the target cell number. The average or characteristic strain rate (e) for the calculation
was determined by performing the following summation for all time steps:

(e) = n i (4)

11 DPWw
n i

where n denotes the time step. The instantaneous plastic strain (en) and the average or characteristic
plastic strain (e) for the calculation were calculated in a similar manner:

X(DPw,)e, XX(DPW) e,
(e,) and(e)- " . (5)

I DPW, XXDPW,
i n i

The crater depth and volume predicted by all codes were larger than the experimental value (Tables 2 and
3). The MESA and SPH crater diameters were larger than observed while EPIC and CALE were a bit
smaller. Qualitatively the crater shape predicted by all the codes was similar to the experimental crater
with EPIC having a small notch at the bottom of the crater. The codes predicted and the experiment
showed that the impact crater was deeper than what a hemispherical crater would have been.

When the yield strength was increased by a factor of 5, the crater was found to be smaller in diameter and
depth and had a reduced volume. Also, the flow around the crater bottom had been fully arrested by about
16 its. As was the case for the lower yield strength calculation, the crater was somewhat hemispherical.
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Table 3. Comparison of code results for various crater quantities. (For nomi-
nal, 2.4 kbar, yield strength)

Quanty LEPIC MESA H£.li CALF

Crater Depth(cm) 1.4 1.8 1.59 1.73 1.51

Crater Diameter(cm) 2.54 2.4 2.8 2.6 2.44

Depth / Diameter 0.55 0.75 0.57 0.67 0.62

Characteristic Strain 0.3 0.37

Characteristic Strain Rate 7.5x 104  5.5x 104

(sec"1)

An important point to make here is that these calculations used the simple elastic perfectly plastic strength
model (except for CALE which used the Steinberg-Guinan model). By going to a better strength model,
like Johnson-Cook or Steinberg-Guinan, it is expected that better agreement with the data would result.

In Fig. 5 a comparison of the crater diameter and depth between the MESA, EPIC and SPH calculations
for the nominal yield stress is made. The agreement between the three codes is quite good.

Comparisons of the run time quantities are shown in Table 4. These comparisons were made for the nom-
inal strength problem run to 32 gis. The problem generation time is not included in the run times.

3.. . . . . I . . .I . . . . .3 .......
0 H

EPIC

S Diameter -

Q 2 f
SP

Qo S/Depth

0 10 20 s0 40

Time (A.s)

Fig. 5. Comparison of the crater diameter and depth between the MESA, EPIC
and SPH calculations for the nonminal yield stress is made. The agree-
ment between the three codes is quite good.
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Table 4. Comparison of run quantities for three code (all run on a Cray
YMP).

Quantix EPC MESA Sml

Number of cycles 1806 308 201

Problem size 11350 14280 6595

elements, cells or particles)

Run time (min) 6.49 7.53 4.4
(not including setup time)

Grind time (sec/cycle/node) 0.19x10-4  1.03x 10-4  2.0x 10-4

CALCULATIONS OF THE HMI DATA

SPH and MESA calculations were made of the HMI Aluminum single crystal data points in the range of
6.5 to 24.5 km/sec. The data is shown in Fig. 1 as the open circles. Each SPtt calculation used about 1500
points, was axisymmetric and took about 3-4 hours to run on a SUN SPARCstation 2. The only quantities
varied between the calculations was the projectile mass and velocity both of which were obtained from
the HMI data. Table 5 gives the input velocities, input masses, calculated crater diameters d, and the
quantity d31mass.

Table 5. Input and results for the SPH and MESA HMI caiculations

Velocity Mass UP-) Dia d-/m (cm2L-.

km/sc SPH MESA SPH MESA
6.5 2359 3.6 3.8 19.8 24
11.0 2950 5.6 59.5
12.5 1017 4.4 83.8
14.5 557 3.7 3.7 90.9 91
16.5 244.8 3.3 3.0 146.8 110
18.5 276 3.7 3.2 183.5 124
20.5 92.2 3.1 323.1
22.5 99.9 3.2 328.0
24.5 79.7 3.2 411.1

These results are shown in Fig. 6 where the crater diameter 3/projectile mass is plotted versus the projec-
tile velocity. Also shown on this plot is the Aluminum single crystal HMI data. The SPH results are about
2 to 8 times greater than the data and show a structure similar to that seen in the data. The SPH and MESA
results agree well at low velocity but begin to disagree at intermediate velocities.

To explain the structure in the calculations, the SPII runs were redone using a constant projectile mass in
order to eliminate any mass effects. The mass chosen was 244.8 fg from the 16.5 km/sec data point. This
gave similar structure as before as seen in Fig. 6. It was noticed, however, that points forming the plateaus
having the same crater diameters had different crater volumes because of different crater shapes. When
the crater volumes are plotted, Fig. 7, much of the structure disappears. Thus it may be that the plateaus in
the ItMI data would smooth out if the crater volumes (which have not been extracted from the data yet)
could be determined and plotted instead of the diameter cubed. A possible explanation for the changes in
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crater shape is the melt and vaporization phase changes. This is supported by tie fact that SPtl includes
phase change effects whereas MESA and EPIC (where the plateaus are not seen) do not include phase
change effects.

6W0

S• 100 - ALSC Data

Masses same as data'
" SPH Yield strength

0 La times 6Y3300
0 0E .. SPH

A.SPH
200 0 -

same mass ... ,
S. / E.. SA

100 .

AISC Data
0 a'

0 10 20 so 0 10 20 30
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Fig. 6. SPH, EPIC and MESA calculations of the HMI Aluminum single crys-
tal data plotting crater diameter3/projectile mass versus the projectile
velocity along with the ttMI data. The SPH results are about 2 to 8
times greater than the data and show a structure similar to that seen in
the data. The SPtt and MESA results agree well at low velocity but be-
gin to disagree at intermediate velocities. Also plotted are SPH calcula-
tions which use a constant projectile mass. This curve shows the same
plateau structure as in the other SPH calculations. SPH and EPIC calcu-
lations using a factor of 5 increase in yield strength are shown and agree
much better with the data.

The fact that the SPII calculations are higher than the data is explained by the strain rate theory, Walsh, et.
al. (1991), described in the introduction. These microparticle calculations are in a very high strain rate re-
gime (109 Is) and the yield strength, which was calibrated in a much lower strain rate region, is too low.
Increasing the yield strength by a factor of 4.7 should bring the calculation in agreement. This has been
done for some SPH and EPIC calculations where the yield strength was increased by a factor of 5. These
high yield strength calculated points are plotted in Fig. 6 and are much closer to the data. SPH calcula-
tions using the standard Johnson-Cook and Steinberg-Guinan models have also been done for the 24.5
km/s case. The results show much larger crater diameters than the elastic plastic nominal yield strength
case and thus further fromi the data.

CONCLUSIONS

A Cu-Cu macros:opic impact problem was calculated with EPIC, MESA, SPH and CALE to investigate
the effect of a change in the yield strength. Strain-rate theory suggests that a change of 4.7 in the yield
strength should yield a change in volume of about 3.7. The codes used a yield strength factor of 5.0 and
yielded volume changes between 3.3 and 4.4, in agreement with the strain-rate theory.

Code comparisons have been made between EPIC, MESA, SPII and CALE for the Cu-Cu macroscopic
problem. Good agreement was found between the codes.
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SPII, EPIC and MESA calculations were made of the IIMI Aluminum single crystal data points in the
range of 6.5 to 24.5 kim/sec. The SPII results are about 2 to 8 times greater than the data and show a struc-
ture similar to that seen in the data. 'lids structure seems to be due to plotting diameter cubed instead of
volume and may be the reason for the structure in the ItMI data. This must wait for verification until the
crater volumes are extracted from the data. The SPII and MESA results agree well at low velocity but be-
gin to disagree at intermediate velocities. The strain rate theory was corroborated with the high yield SPHt
and EPIC calculated points falling much closer to the data.
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Fig. 7. Plot of crater volumne instead of crater diameter cubed. Much of the
structure has disappeared.
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ABSTRACT

This paper describes experiments and the development of a model to predict damage to metallic plates impacted by
high velocity, multi-particle debris clouds The experiments involved single steel spheres fired at a steel shatter
plate at speeds near I 5 and 2.0 km/sec to generate the debris clouds. In each series of tests, the impact velocity
was controlled, and a witness plate was placed at increasing distances behind the shatter plate to observe the effects
of debris particle dispersion on plate damage. This paper focuses on the variations, with plate spacing, in the size
of the central region removed from the witness plates. The central hole size model compares the post impact
kinetic energy distribution in a witness plate impacted by a debris cloud to the free impact residual kinetic energy in
an equivalent plate impacted by an L/D=I steel cylinder, at the ballistic limit velocity. This approach permits
extension of the model to other plate materials through utilization of existing ballistic limit velocity data.

INTRODUCTION

Modern air-to-air combat involves warhead fragment impact velocities well above the threshold velocity for
shattering both the fragment and the plate material in its path. As a result, incident warhead fragments are
transformed into expanding clouds of high velocity fragment and plate particles after perforating the outer skin of
an air target Weapons effectiveness estimates require fast running, engineering type models to predict damage to
interior target structures and vital components impacted by these high velocity debris clouds. Of particular
importance are predictions of the material removed from target elements

The photographs in Fig I illustrate the debris cloud behind the first plate and the damage to the second plate for a
typical high velocity fragment penetration event. Witness plate damage usually includes a circular or elliptical
pattern of individual craters and/or holes with an areal density that decreases with increasing radius from the center
of the pattern There is generally an enlarged central hole where the plate material is completely removed as shown
in Fig I Hypervelocity impact debris clouds can also cause material to be spalled from the rear surface of the
plate. Finally, the plate will be plastically deformed (dished) to an extent dependent on the magnitude and
distribution of the impulse transmitted to the plate by the impacting particles and by the stiffness of the plate.

This paper describes the development of a model to predict the kind of high velocity debris cloud perforation
damage shown in Fig I Specifically, experiments and a model are described to determine the size of the enlarged
central hole as a function of the debris cloud characteristics, and witness plate material, thickness, and spacing from
the shatter plate

EXPERIMENTS

Because of debris partictc radial dispersion, the impulsive loading distribution on a witness plate, for a fixed set of
debris cloud characteristics, will vary with the spacing from the shatter plate For plate spacings approaching zero,
the particle impacts will overlap and the debris cloud will penetrate or crater the witness plate like a single intact
fragment For large spacings, the particle impacts will be far apart, the particles will perforate individually, and a
blast like dishing response will be observed in the perforated and/or cratered witness plate The size of the witness
plate central hole will therefore first increase and then decrease with increased spacing behind the shatter plate.
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Fig I Hligh Velocity Debris Cloud Radiograph and Witness Plate Damage

(Steel Sphere vs Steel Plates, V = 2 kmrsec)

The test arrangement is shown schematically in Fig 2 A 6 9 gram hardened steel ball bearing was fired at a mild
steel shatter plate to generate the debris clouds A witness plate was positioned normal to the shotline at a
distance. S. behind the shatter plate A single series of 6-12 tests entailed holding the impact velocity, witness plate
material and thickness constant, and varying the plate spacing, S Measurements of the resulting central hole
diameter, Dh. w.ere thereb\ obtained as a function of plate spacing S For the larger plate spacings, a hardened
sleel stripper plate was placed behind the shatter plate to prevent the outer portion of the debris cloud from striking
N-raY heads near the voilness plate The stripper plate w.vas positioned so that the impact pattern diameter on the
w itness plate was akkays much larger than the central hole diameter and outside region of plastic plate response
The test conditions and central hole diameter measurements are summarized in Table I Figure 3 contains plate
photographs contirming tihe expected effects of increased plate spacing on debris dispersion and the resulting
decrease in the size of the central hole The stripper plate was in use for these tests and therefore the pattern
diameters are nearly the same for the two spacings Note that the particle, perforated the relatively thin plate
individually The radiographs in Fig 4 reveal typical dynamic response of a plate impacted (from top to bottom) by
a high velocity debris cloud The radiograph on the left was taken durin- the penetration by a debris cloud like the
one shown in Fig I The radiograph oin the right was taken after the test and shows that the larger plate petals
ultimatelY were separated from the plate by a bending failure

Additional experiments with multiple flash radiographs and debris particle collection in micro-crystalline wax were
conducted to determine the numbers and sizes of debris particles, the dispersion angles for the sphere and plate
particles, and the shape of the debris clouds The cylindrical container of wax was positioned directly behind the
shatter plate The debris particles w`ere separated from the wax by first melting and pouring off the wax and then
washing the particles in a solent "File wax collection technique netted 80-90'0 recovery of the total possible
\`eight (sphere - ,keight of' material removed from the plate) including practically uncountable dustlike particles
lhe missing mass is presutmed to have been lost on the front side of the shatter plate Figure 5 contains a sample of

the debris cloud radiographs and the x`ax debris recovery results for the two test velocities The radiographs in
Fig 5 provide additional examples of ellipsoidal debris clouds and confirm the relative dispersions for the sphere
and plate particles

WMtn-,'- Ploe St nr AlI 127 mnr 2 4 irim

Wil-n, , leet Steel

Plates Strtpper Sholtler

Ploae Plate

1 9-im

I-- t-

F'i 2 lest At rrangement
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Table I Witness Plate Central Hole Diameters for II 9 mm Steel Spheres Impacting
2 4 mm Mild Steel Shatter Plates Located a Distance, S, in Front of the
Witness Plates

Witness Plate Spacing Impact Central Hole Witness Platc Spacing Impact Central Hole
'rhickness S Vclocity Diam. Dh Thickness S Velocity Diam Dh,

tUn1lt1 Material timni) (uii/) (flintwni m.) Matcrial )m D:) (ntS) L(n})

0) 81 Mild Steel 254 1650 24.13 1 61 2024-T3 At 203,2 1785 5(0.55
0181 Mild Steel 7% 2 1593 30.48 1.6(1 2024-T3 Al •04.8 1447 35015
((81 Mild Steel 127 (0 1584 2794 1.616 2024-T3 Al 314,8 1654 3 81
081 Mild Steel 1271) 1604 31 75 1601 20(24-T3 Al 304.8 1818 39 37
091 Mild Steel 25410 1519 33 51 1.601 2024-T3 Al 33(12 1799 39 37
081 Mild Steel 

3
i55 4, 1429 "10.48 1 6o1 2024-T3 Al 368 3 15(12 24.13

1660 2024-T3 Al 381.11 1559 2946
(181 Mild Steel 25 4 2058; 35 56 1,60 2024-T3 Al 381,1 1831 13 97
1(81 Mild Steel 762 213(2 43 19
(081 Mild Steel 1101 ( 2296 65 53 I 6(3 2024-T3 Al 254.0 2289 44.45
1181 Mild Steel 152 4 21068 64.52 1.60 2(024-T3 Al 355.6 2249 33.27
(081 Mild Steel 213 2 2138 762(0 160 2024-T3 Al 368.3 20195 33,53
3)81 Mild Steel 254 (i 1972 7(1.87 I 601 2(24-T3 Al 381 0I 2225 7.87
((81 Mild Steel 381 () 2268 54,61 1,6( 20(24-T3 Al 38111 2395 62.99
)X81 Mild Steel 381 (0 2269 19.56 1 601 2024-T3 Al 4064 2219 13 97
) 91 Mild Steel 40(64 21(92 18. 1(1 1.60( 2(124-T3 Al 5(8.3 2237 9.91
09 81 Mild Steel 5(38 ( 2(388 11.41

4 82 2024-T3 Al 25.4 2268 27.94
2 39 Mild Steel 152 4 2262 51 82 482 20124-T3 Al 76.2 2361 3551,
2 •1) Mild Steel 203( 2 2243 6(0 2(3 4 82 23124-13 Al 1524 23(05 51 o5
2 3•' Mild Steel 254 0( 2(44 17 56 4 82 2024-T, Al 213.2 2268 56.64
2 1') Mild Steel 254 o 233(30 56 64 4 82 2024-T3 Al 33(4.8 2272 58.93
2 39 Mild Steel IN4 8 2272 23 88 482 23324-13 Al 355.6 2389 10(92
2 1') Mild Steel 381 0 21015 1 321 4 82 21024-T, Al 381 () 2331 11.68

4 82 2024-:1'3 Al 4(36.4 2267 15 24

V - 2 3 km/sec, S 381 mm V 2 1 km/sec, S = 508 mm

Fig 3 Eftfct of Plate Spacing on 0 81 mm St Witness Plate Damage

During Impact After Test

Fig 4 Radiographs of 3 2 mm Al Plate Impacted by Debris Cloud (V - 2 8 km/sec)
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Fig 5 Debris Cloud Characteristics at Two Impact Velocities

MODEL DEVELOPMENT

The models presented below for the central hole size in witness plates were developed for inclusion in the
FATEPEN computer code. The FATEPEN computer code has been developed for the Naval Surface Warfare
Center, Dahlgren Laboratory as a fast running, engineering type analytical/empirical penetration model for use in
air target vulnerability assessments FATEPEN was originally developed for application to high velocity (up to 5
kmn/s) fragment penetration of thin aluminum plates by compact steel fragments (Yatteau, 1982). Several
additional experimental and analytical efforts have been conducted since its original release to extend the range of
model applications to impact speeds below the fracture threshold, to additional fragment and target materials, and
to a variety of fragment shapes (Yatteau e al , 199 1a, b) The original version of the model calculated the size of
the central hole based on the accumulated area removal by individual perforating debris particles. The current
version of FATEPEN includes a new central hole model based on impulsive loading and response of the plate
Both models are presented below following an overview of the FATEPEN debris cloud specifications which are
the essential input for the plate damage models Predictions from the two models are then compared with the test
results

I )ehrts( Cloud I)escrqitoin

D)ehris Iarticle Numhers antd Stzes The numbers of fragment and target particles can be very large, and the sizes
of debris particles can range continuously over several orders of magnitude relative to the mean particle size
(Yatteau el til, 1991a) To avoid making individual computations for each and every debris particle, it is necessary
to select a subset of particle sizes when describing the debris cloud The current FATEPEN debris cloud model is
shown in Fig 6 Three penetrator particle sizes are used along with a single average size for the target particles
The size of the primary, or largest, fragment particle, Mfl, and the total number of secondary particles are
determined by empirical tinctions of the encounter conditions at the shatter plate The representative numbers and
sizes of larger and smaller secondary fragment particles, Nf2, Mr2, Nrt, and Mf, respectively, are then computed
from the total number of particles using experimentally determined size distribution functions for steel cubes The
larger particles represent the mean size and total mass of all particles above the mean particle size of the entire
population, and the smaller particles represent the mean size and total mass of all particles below the population
mean The number. N1, and average size, M1, of the target particles are determined from the total mass of plate
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Fig 6. FATEPEN Debris Cloud Model

material driven out the rear of the plate and an empirically determined function of the encounter conditions for the
number of plate particles The current wax collection debris data for the steel spheres were used to determine

appropriate modifications to the total particle number and size distribution functions for steel cubes. The predicted
numbers and sizes of debris particles used to obtain model predictions of plate damage are listed in each of the
comparison graphs presented below

I)ehris Particle I 'eloci"y D)i.stributlon Based on observations of debris cloud radiographs for steel fragments
impacting steel plates at speeds up to 3000 m/s, the debris particles are presumed to reside on the surface of an

expanding, hollow, ellipsoid of revolution with a major-to-minor axis ratio of I 5 (Rolens et al., 1976). For normal
shatter plates, the axis of the debris ellipsoid will be aligned with the shotline Assuming that all debris particles
emanate from a point on the axis at the upstream end of the ellipsoid, the distribution of particle velocities can be
closely approximated by the following simple function

V,(p) = V1 Cos (q(p) (I)

where Vx(qp) is the component of the particle velocity parallel to the shotline, (p is the trajectory inclination angle

relative to the shotline, V, is the debris cloud leading edge velocity, and q is a constant depending on the shape of

the ellipsoid The leading edge velocity is determined using single particle penetration equations contained in
FATEPEN A value ofq given by

q = 1.92 (2)

has been found to provide agreement with the exact velocity distribution for the I 5 ratio ellipsoid to within 1% for

trajectory inclination angles up to 250. The function defined by Eqs. I and 2 was selected in part because its
suitability to describing velocity distributions behind subsequent plates

I)ehrv. i'arnucle Iraecior - I)v .Psrhuii, Experiments involving steel cubes perforating steel plates with collection
of debris particles in Celotex have shown that the number of debris particle trajectory intersections on planes
normal to the debris cloud axis within a radius r of the debris cloud axis increases nearly linearly with increasing r

out to the edge of the pattern (Recht e al., 1969) In other words,

N(r) = (r/r, 1 ) N, (3)

where N(r) is the number of particle trajectories impacting a plate normal to the debris cloud axis within a radius, r,

about the center of the impact pattern, rm is the maximum pattern radius, and Nm is the total number of debris
particles striking the plate The maximum pattern radii for penetrator and plate particles are determined by their
respective maximum trajectory inclination angles, (pf and (p, and the plate spacing as illustrated in Fig. 6 The
sphere debris cloud radiographs such as shown in Fig. 5 were used to determine the following maximum trajectory

inclination angles for the sphere generated debris clouds

(Pf= 10' and t(p, 2 00 (4)
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The trajectory distribution given by Eq. 3 is presumed to apply to the current debris clouds. It follows that the
number of debris particles, dN, intercepted by ring elements of width, dr, about the center of the pattern is a
constant given by

dN ý (N1 ,0 r1 ) dr (5)

It also follows from Eq 3 that the areal density of trajectory interceptions varies inversely with the radius. The
impact patterns illustrated in Figs. 3 and 10 were created using the trajectory distribution function given by Eqs 3
and 5 and can be seen to provide a reasonably good representation of the crater and hole patterns in the plates of
Figs 1,3and5

I'hite I)imitge Alodels

Area Removal AModel. Plate damage characteristics predicted by the FATEPEN code are illustrated in Fig. 7 The
pattern diameters, Df and D,,, for the two sets of debris particles are determined by the dispersion angles and the
plate spacing The sizes of individual holes are predicted as a function of debris particle density, size, and impact
velocity and plate material and thickness Hole size is predicted to increase above the diameter of the fragment
with increasing impact speed and with increasing plate thickness. This model incorporates empirical relationships
for hypervelocity impact crater sizes in semi-infinite plates (Yatteau, 1982) Prior to inclusion of the impulse
model, the determination of the diameter, Dh, of the enlarged central hole was based strictly on area removal
geometry That is, if the sum of the areas of the holes produced in a ring increment about the center of the pattern
exceeds the area of the ring. then that ring is deemed to be removed The FATEPEN trajectory distribution
function (Eq 3) and the area removal model are illustrated in Fig 8. Each of the ring increments in Fig. 8
(including the central circle) contain the same number of impacts. It can be shown that for ring elements impacted
by all three secondary particle sizes, the central hole diameter based on area removal is given by

Dh = 0.5 [(Np Dtf22 + Nf3 Dtf32)/Dnf + Nt Dtt2/Dm1t] (6)

where DO, Dip, and Dn are the individual particle hole sizes calculated using the average impact velocity for the
perforating particles of each kind.

The area removal model does not take into account material removal between holes due to the effects of the
impulse transmitted to the plates by individual perforating and nonperforating particles. Observed impulsive
loading effects include the blow-out of ma'crial between holes, the shearing out of large plate plugs in moderately
thick plates by nonperforating particles, and membrane type tensile failures in thin perforated and nonperforated
plates The area removal is therefore conservative with respect to fragment lethality and generally underpredicts
the diameter of the central hole

Primary
"Fragment
Hole

0 Larger Secondary
a J.- Penetrator Hole

a L lrger Secondary
C 

Penetrator Crater
o~r •--0 Smaller Secondary

I •T•- Penetrator Hole

0Smaller Secondary
0 Penetrator Crater

_ Plate Particle Hole

o Plate Particle Crater

Dh: Enlarged central hole diameter due to combined
effects of penetrotor and plate particles

Dpf2. Dpf3 Diameter enclosing perforations due to penetrator
particles of weight Mf2 and Mr3, respectively

DOpt: Diameter enclosing perforations due to plate particles

Dmf Diameter -iclosing impacting penetrotor particles

Dmt: Diameter enclosing impacting plate particles

Fig 7 FATFPEF.N Plate Damage Characteristics
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Fig. 8. Illustration of FATEPEN Debris Cloud Trajectory Distribution and Area
Removal Model for Central Hole Size

Impulsive Loading and Response Model. The new impulsive loading and response model is an attempt to improve
upon the impulse-punch model developed by Recht (Rolens, et al., 1976). The Recht model examines the velocity
and areal density of particles impacting the plate within some radial ring increment located a distance, r, from the
center of the pattern. An equivalent cylinder of radius, r, is defined as having the same areal density as the particles
impacting the ring increment in question. If the velocity of the debris particles at r exceeds the ballistic limit
velocity for the equivalent cylinder and plate in question, then that ring increment is deemed to be removed from
the plate. The Recht model was applied to current test conditions and found to greatly over-predict the capacity
for the debris particles to enlarge the central hole. The probable reason for this is that, by comparing the debris
particle velocity to the ballistic limit velocity of the equivalent cylinder, the model implicitly assumes that all of the
debris particles incident momentum is available to remove material from the plate. Since perforating particles
transmit only a fraction of their impulse to the plate, the Recht model can be expected to overpredict central hole
size in plates which are perforated by individual debris particles.

The new model retains the Recht concept of using available ballistic limit velocity data to supply the required
failure criterion for an impulsively loaded plate. Prediction of the required response and failure characteristics from
first principles would otherwise be extremely difficult and complex. The new model focuses on the post-impact
kinetic energy imparted to the remaining plate material by both perforating and nonperforating debris particles and
compares it with the post-impact kinetic energy of the penetrator and plate plug for the equivalent cylinder impact
at the ballistic limit velocity. In this way, only the impulse actually delivered to the plate by perforating particles is
accounted for The equivalent cylinder impact definition in the new model involves only steel cylinders with a
slenderness ratio, L/D, of unity. This modification was introduced to enable direct use of steel Fragment
Simulating Projectile (FSP) data for a variety of plate materials and to avoid the need to extrapolate this data to
wafer-like cylinders which otherwise results when the debris particle areal density is used to define the equivalent
cylinder Finally, the new model attempts to account for the effects of the holes in a perforated plate on its
subsequent response and failure

The impulsive loading and response model is illustrated in Fig. 9 The model is based on the idealization that the
impacting debris particles load the plate impulsively That is, perforating and nonperforating particles
instantaneously impart a velocity distribution in the plate across the impact pattern before significant plate
deformation occurs A typical initial post-impact velocity distribution across a plate is shown in the upper right of
Fig 9 The material near the center of the impact pattern will generally achieve a higher velocity than material near
the edge of the pattern. The break in the velocity distribution in Fig 9 coincides with the edge of the tighter beam
of penetrator particles defined by (pf

If the initial radial velocity gradient normal to the plate near the center of the plate is too large to be accommodated
by shear strain behind the radially propagating plastic shear wave, a shear failure will occur early, and material at
the center of the impact pattern will be punched from the plate. This type of failure can be observed in closely
spaced plates before significant dispersion of the debris cloud occurs and in thicker plates which experience larger
impulsive loading by nonperforating particles If the initial post-impact velocity gradient is not too large, tie plate
will initially deform in shear, but failure can still occur later under combined shear, membrane, and bending stresses.
This type of failure usually is seen in thinner plates impacted by well-dispersed debris particles. Petalling of the
plate commonly accompanies later time response failures
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Fig 9. FATEPEN Impulsive Loading Model for Central Hole Size

No attempt is made to analytically model these plate response and failure mechanisms. Instead, we compare the
post-impact kinetic energy distribution in the perforated and cratered plate impacted by the debris cloud to the
post-impact kinetic energy for equivalent plate impacted by a steel cylinder as described above and as illustrated by
the lower sketch in Fig. 9. In FATEPEN, the comparison between the actual and equivalent impact is
accomplished incrementally by examining the impact and response of differential ring elements of increasing radius.
The plate for the equivalent cylinder impact is defined as having the areal density of the current ring element less
any material removed by perforating particles. Thus we assume that the perforated plate is set in motion by the
debris cloud and a uniform plate of the same material and areal density impacted by a steel cylinder will deform
similarly and have similar capacities to convert kinetic energy to plastic work. The free impact residual kinetic
energy for the equivalent plate impacted by the steel cylinder at the appropriate ballistic limit velocity then
determines maximum kinetic energy that can be converted to plastic work without failure. The essential
calculations are as follows (see Fig. 9).

The radius, area and initial mass of the current ring element of width dr are

r = r + dr (7)

dA = 7t[r 2-(r-dr) 2] (8)

dMt = p, dA T (9)
where p, is the density of the plate material, and T is the thickness of the plate.

The trajectory inclination angle and particle impact velocity for the current ring are (Eqs I and 2)

(p = Tan-] [(r-Ds/2)/S] (10)

Voi = V, Cos (q¢p) (II)

where Ds is the fragment hole diameter in the shatter plate, and S is the spacing between this plate and the shatter
plate.

The number of ith type particles (i = fl,f2 or t, see Fig 8) impacting the current ring element is (Eq. 5)

dN1 = N1 (dr/rm,) (12)

Each of the debris particles are presumed to penetrate individually without any influence from neighboring particles
(Fig. II). Single particle residual mass and velocity models in FATEPEN are applied to each type of particle to
compute particle residual mass, MRj, and velocity, VRp, at the current ring element as functions of the impact
velocity, particle material and mass, Moi, and plate material and thickness, T. The debris particles are presumed to
be spheres for these calculations Each particle is assumed to remove a plug of plate material, and the plug
diameter is assumed to be equal to the particle diameter An individual particle plug mass is

Mp3 = 7rDi 2 P( T/4 (13)

where Di is the ith type particle diameter

The impulse delivered by all of the ith particles to the ring is

dl, = [Mo, Vo, - (MRI + Mp,) VRi~dN, (14)
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which presumes the mass lost by the debris particle is deposited in the plate and VRi is the residual velocity of
residual particle and plate plug combined mass center. Also, the small retarding impulse from plate material
outside the ring element during the impact has been neglected

The mass deposited in the ring element by all the ith particles

dMD, = (Mot - MRd) dNi (15)

and the total mass removed by the perforating ith particles is

dMLi , Mpi dN, (16)

The residual mass of plate material within the current radius r is

dMIR - dMR, + dM, - vdML, (17)
n

where dMRt is the plate mass of any interior ring elements not yet removed (calculated below). It is noted that if

dMtR is less than zero, the ring is deemed removed by overlapping perforations as in the area removal model
described above The total residual mass of plate material and penetrator material in the current ring is

dMR = dMR + dMt + y_(dMDi - dMLi) (18)
I

where dMR is the retained total residual mass not yet removed at lesser radii.

The total impulse delivered to the current and any retained interior rings from all particles is

dl = dIR + -dli (19)
I

where dIR is the impulse delivered to retained interior rings The average residual velocity of the perforated plate
and deposited debris particle mass remaining within r is

VR = dl/dMR (20)

The potential for the actual nonuniform debris cloud to remove the current ring element is presumed to be the same
as that for a debris cloud with a uniform trajectory areal density within r equal to the actual debris particle
trajectory areal density at r. This assumption provides an approximation for the contribution of debris particles
striking the plate interior to r to removal of plate material at r. Any contribution to the removal of the current ring
by particles impacting outside r is neglected in this analysis. Thus, the post-impact kinetic energy in the plate
impacted by the uniform debris cloud that is to be compared with the equivalent cylinder impact is

KER = [0.5 dMR VR2] r2/Ar (21)

where Ar is the total area of remaining ring elements within the radius r

Ar = ARn + dA (22)

where ARr is the retained area of unremoved ring elements at lesser radii

Only the remaining plate material undergoes plastic work during the plate response (i e., the deposited debris mass
will be carried without further deformation) The uniform plate thickness representing the same energy absorbing

capacity per unit area as the perforated ring element is therefore

Te = dMtR/(ArPt) (23)

A rigid steel cylinder with mass, Mcl, impacting the equivalent plate at the ballistic limit velocity, V50, will first
exchange momentum with the plate plug of mass, Mtl, in the path of the cylinder The initial momentum exchange
is assumed to occur as a free impact without influence of the surrounding plate material. The free impact
decelerates the cylinder and accelerates the plate plug to an initial post-impact velocity of

VRcI = Mcl VS0/(Mcl + Mt) (24)

prior to any deformation of the plate. The mass of the steel cylinder with L/D = I is

Mcl = 21:r 3 Psi (25)
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and the plate plug mass is

M ,r = xr
2 P1 Te (26)

The free impact residual kinetic energy for the equivalent impact is

KERcI t 0 5 Mc, Vj(J2/(l + Mtcl/Mcl) (27)

Since the equivalent impact occurs at the ballistic limit velocity, KERCI should provide a good estimate for the
maximum free impact residual kinetic energy that can be removed by plastic work in the plate without rupturing
Thus the criterion for removal of the current ring element by the debris cloud is

IF KER > KERcI The ring element is removed and (28)

dMRt = dMR = dIR = ARr = 0 (29)

OTHERWISE The ring element is retained and

dMRt = dMtR, dMR = dMR, dIR =dl, AR, = Ar (30)

An important question remains as to what ballistic limit velocity expression is most appropriate for the model. An
initial attempt to use a ballistic limit velocity equation for deforming steel cylinders with an upwards correction
term for thin plates to account for membrane type response produced central hole predictions that were too low.
The second attempt was to use the ballistic limit velocity expression for very efficient plugging type perforations by
nondeforming steel cylinders, namely (Ipson and Recht, 1977)

V50 = V 5 0-, = C, (T/D)U075/(L/D)o.5 (31)

where C, is an empirically determined constant depending on plate material For an L/D = I cylinder perforating

the equivalent plate, Eq 31 reduces to

V50 = V50 Ct (Tc/2r),75 (32)

Values of C, for steel plates are given by (Ipson and Recht, 1977)

CT = -0 0062 (BHNt)2 + 3 28 (BHNt) + 184 (m/s) (33)

and for aluminum plates by (Ipson and Recht, 1977)

CT = -.00166 (BHN,)2 + 0.75 (BHNt) + 300 (m/s) (34)

where BHN, is the Brinell hardness of the plate material. The values used for the mild steel plates (BHNt = 185)
and the 2U24 alumnnum plates (BItN, 1 120) for the model and test data comparisons below were

CT = 578 mis (Mild Steel Plates), CT = 366 mis (2024 Aluminum Plates)

The plug-shear limit velocity expressions above provided much better agreement between model predictions and
the test results A closer look at the calculations revealed predicted post-impact ring velocities on the order of 1000
mis which is too high for the plate response component of the limit velocity to be actuated. It would thus appear
that the high velocity gradient, early-time plugging type failures were predominant in the test results.

COMPARISONS BETWEEN MODEL PREDICTIONS AND TEST RESULTS

The area removal and impulse-response models for the central hole diameter, Dh, are compared with the test
results in Figs 10 and I I The test conditions and FATEPEN debris characteristics (see Debris Particle Numbers
and Sztes) are listed above each graph Also shown in each graph are the maximum impact pattern diameters, Dmf

and D.t, for the penetrator and plate particles based on their respective maximum dispersion angles of 100 and 200,
respectively It can be seen that the impulse model predicts that the faster dispersing plate particles enlarge the
central hole beyond the pattern of penetrator particles only for plate spacings on the order of a few sphere
diameters. It can be seen that the impulse-response model provides improved predictions over the simple area
removal model in all cases, and that this model predicts that hole enlargement is determined mostly by the denser
pattern of penetrator particles The new model applies particularly well to the thinner plates (Fig. 10) but
underpredicts the central hole diameters in the thicker plates at larger plate spacings (Fig, I). The low predictions
probably reflect the need to better account for the impulse transmitted to the current ring increment by plate
material removed at inner radii
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Fig 10 Comparisons Between Model Predictions and Test Results for Thinner

Steel and Aluminum Plates

SUMMARY AND CONCLUSIONS

A relatively simple engineering model has been developed to predict the size of the central hole in plates impacted

by high velocity multi-particle debris clouds The model is based on straightforward momentum conservation and

utilizes well established individual particle penetration equations applied to each of the generic particles in the

debris cloud The multi-particle effects are determined by simple summation of the individual particle effects The

model employs empirical ballistic limit velocity data for "ID I steel cylinders as an expedient substitute for first

principle modeling of plate response and failure

u I I I I1
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Fig 1I. Comparison Between Model Predictions and Test Results for Thicker
Steel and Aluminum Plates

The impulsive loading and response model provides much improved agreement with test data over predictions from
an earlier model base on simple area removal The new model currently predicts damage to thinner plates more
accurately than thicker plates The comparisons between model predictions and test results suggest that early time
shear failure is the likely predominant failure mechanism for central hole enlargement Future model improvement
efforts should include an improved accounting of impact load transmission between the plate ring elements
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THE APPLICATION OF THE INTEGRAL THEORY OF IMPACT

TO MODEL PENETRATION OF HYPERVELOCITY IMPACT

D. Yaziv and J. P. Riegel

Southwest Research Institute
6220 Culebra Road, San Antonio, TX 78238

ABSTRACT

The Integral Theory of Impact (ITI) (Swanson and Donaldson, 1978) is a unique formulation of the equations
of motions of projectiles to describe the penetration process. The model requires only basic material
properties, no empirical data is needed. The original model was modified to divide the penetration process
into three consecutive phases. The new model has successfully modeled impacts over a wide range of
velocities, at normal or oblique impact, for infinite or finite targets. In order to better match the experimental
observations of impacts in the hypervelocity range, it was necessary to include a thermal softening effect
on flow stress. For finite targets, the back-face effect is proposed to be a function of both penetration
velocity and the speed of sound, extending the model's applicability to hypervelocity penetration.

INTRODUCTION

The Integral Theory of Impact (ITI) was applied by Swanson and Donaldson (1978) to the problems of
modeling long rod penetration performance. The penetrator is modeled as a right circular cylinder shaft
with a cylindrical head. Schematically, this is shown in Fig. I for the actual case and the model. At impact,
the head is allowed to expand radially and contract axially. The target material starts to flow from the shaft
into the head and is assumed to be sheared off the radial surface of the head by the target material. This
simulates the spreading of the head as it is eroded during penetration.

Equations of motion are derived based on the global conservation of mass, momentum and energy. Strength
terms of the target and rod materials are governed by the adiabatic hardness and the adiabatic yield strength
respectively. The model requires only basic mechanical and thermal properties to complete the problem
description.

The ITI model was redcrived, modified and applied for a wide range of impact velocities. The Modified
Integral Theory of Impact (MITI) model was implemented into the Computer Aided Armor Design/Analysis
(CAAD) system (Riegel, et al., 1990).

THE ITI MODEL

The original ITI model is based on E*, the energy per unit mass dissipated in the form of plastic work as
the target flows around the penetrator. (Swanson and Donaldson, 1978) gives an expression for E* in terms
of the heat capacity, Cp, melting temperature, T,., and flow stress of:

843
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E* =0.55C PT,In Oa8T,m (1)

The flow stress is defined as a function of temperature and strain rate; however, Swanson and Donaldson
(1978) state that E* is insensitive t9 strain rate for most materials. In our extension of the model for the
hypervelocity range it was necessary to include a thermal softening effect on flow stress.

Strength terms for the rod and the target materials are defined as follows (respectively):

Adiabatic Yield Strength = pPEP*

Adiabatic Hardness = p,E,* (2)

where p is the material dejisity and subscripts p and t are related to pcnetrator and target respectively. The
pressure at the head/target interface is governed by fluid drag, Ca, and the adiabatic hardness:

Ph = P, { 2+E,t* (3)

where V, is the head velocity.

Having defined the geometry, velocities and the adiabatic terms, the equations of motion of the system are
derived using conservation laws.

Model Modifications

Several modifications to the original model were made to better match experimental observations:
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a. The penetration process was divided into three phases.

b. A modified axial force was applied for oblique impact was presented by Yaziv, Cox,
and Riegel (1991).

c. Modeling of yawed penetration in the 0 to 90 degrees range was prest;11.,c by Yaziv,

Walker, and Riegel, (1992).

d. Thermal softening effect was applied for hypervelocity impacts.

e. The back-face effect was extended for perforations in tile hypervelocity range.

The Penetration Process. The penetration process is divided into three phases:

Phase I: Head Formation
Phase II: Steady State Penetration
Phase III: Final Penetration

The initial penetration velocity is determined from the shock conditions generated upon impact at the
head/target interface. The linear Hugoniot relationship between the shock velocity, U, and the particle
velocity, V, is assumed:

U = Co +SV (4)

where C,, is the bulk sound speed and S is the slope.

At the head/shaft interface, the dynamic pressure is given by:

P,, = p,(V, - Vh)2 + E,*] (5)

where V, is the shaft velocity.

The volume of the head is assumed to be constant and its initial length equals the shaft diameter. The
constant mass requires that the rate of mass inflow, nit, equals the rate of mass outflow, hi,,.

The terms for the head radius and the mass flow (and their derivatives) together with the global conservation
laws of momentum and energy arL. ised to establish the head formation and its equation of motion. The
forces acting on both sides of the head are determined from Equations (3), (5) and the instantaneous areas.

The termination of Phase I and the transition to Phase II, the steady state penetration, occurs when one of

the following two conditions is met:

a. The decreasing head velocity reaches steady state velocity.

b. The shock condition at the center of the head/target interface is distorted by release
waves.

The head final relative radius is:

E,, = bmax/a (6)

where a and b are the shaft and the head radii, shown in Fig. 1.

Steady state penetration is obtained when the forces acting on both sides of the moving head are balanced
while the penetrator keeps eroding. Solving Equations (3), (5) and (8) yields Vh as a function of V.:

22E 2T +
p,[(V, - V,) 2 + E,* = p,E,, 2 Vý +E, (7)

The deceleration of the shaft is caused by its adiabatic yield strength (Tate, 1978):
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AV3 =E*At 
(8)

13ý

where 1, is the instantaneous shaft length and At is the time interval.

There are three main differences between the cunent steady state and the Tate (1978) model:

(1) The specific energy, E,*, replaces R, and Y,, for the target resistance and the rod
strength.

(2) A head is formed instead of constant cross section.

(3) Forces on both sides of the moving head are balanced instead of pressures.

Item (i) gives the advantage of determining material strength based on material properties only. Items (2)
and (3) permit a more realistic modeling of oblique impact. The relations between the forces and the
pressures for steady state penetration have been discussed by Write and Frank (1988). They showed that
Tate's modified Bernoulli equation follows as a consequence of the global conservation of mass, momentum
and energy in a steady flow.

In Phase III of the penetration process, we enabled four options by which penetration terminated:

a. The rod is consumed if the shaft velocity is sufficiently high to completely erode the
rod.

b. The penetration ceases if the shaft velocity falls below a critical velocity at which the
head reaches zero velocity. This occurs when the target adiabatic hardness is higher
than the rod adiabatic yield strength and impact velocity is low.

c. Rigid penetration occurs if the shaft velocity reaches head velocity and the rod ceases
to deform. This may occur when the rod adiabatic yield strength is higher than the
target adiabatic hardness and the impact velocity is low.

d. The target is perforated if the target thickness is less than the penetrating ability of the
rod.

Penetration at Hypervelocity Impact

The MITI model predictions match experimental results at ordnance velocities (up to 2 km/s), as
demonstrated by Yaziv, et al., (1991, 1992). However, for higher impact velocities, the model starts to
underestimate the measured values. In order to better match the experimental observations at the
hypervelocity range, it was necessary to use a flow stress expression that is a function of temperature (see
Equation 1).

At high velocities, the temperature may soften the target material and cause both E* and the adiabatic
hardness of the target material to decrease. The effect of the strain rate sensitivity on the material flow
stress (Equation I) is negligibly small.

The temperature rise caused by the shock wave generated at the rod/target interface vicinity is on the order
of 0.1* K/GPa (McQueen, et al., 1963) while the temperature rise (T - T,,) caused by plastic flow of the
target material is:

(9)
CP

where ep is the plastic strain in the target material.

The constitutive response of the target material is presented in Equation I by the Johnson-Cook model
(1985) neglecting the strain rate effect:

a = a,,[ + B [1 + T*"I (10)
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where T* is the homologous temperature (T - T0) / (T, - T.), while B, n and m are material constants.
Anderson and Walker (1991) used numerical simulations of a tungsten long rod projectile penetrating into
semi-infinite 4340 (R130) steel to calculate the normalized depth of penetration PIL (P is the penetration
depth and L is the rod initial length). For impact velocities 1.2 to 1.7 km/s they used: B = 0.644; n = 0.26.
When they increased the temperature exponent m from 0 to 1.03, PIL was increased from 0.785 to 0.850
at 1.5 km/s. That considerable rise of 8.3% can grow for higher impact velocities.

Modification of Back Face Effect for High Velocities

Back face effects are treated (Swanson and Donaldson, 1978) by reducing E,* as the penetrator approaches
the back face of the target. An analytic function was derived by performing indentation hardness tests on
aluminum and lexan at different depths of penetration. Based on these results, the following function was
developed for E,*, which reduces its magnitude linearly as the penetrator approaches the back face:

E,* = E* for t - p > 3b
forE:tp -pb(11)Et* = ---t - fo r I - p5 <-Ob

where t is the target thickness and b is the instantaneous head radius. We found that this model, derived
from static experiments, overestimates the back face effect for high impact velocity.

For high velocities, the effect of the back face is weaker and the free face information approaches the
head/target interface at a distance associated with the speed of sound, Ct, in the target material. Thus, we
modified the model as follows:

I = 1- (12)

Equation (12) is substituted into Eq. (I 1) with I,) = 4.

Back face effect for oblique impacts are treated in the same way as for normal impact. They are based on
the distance from the penetrator to the back surface, measured along a normal to the back surface and not
along the penetrator axis in the direction of penetration, as the penetrator approaches the back face.

COMPARISON WITH EXPERIMENTS

Results of the MITI calculations versus experimental data are presented. Material properties are given in
Table I, and the model constants as defined by Swanson and Donaldson (1978) are: C, = 0.5 and ,, = 4.

Table I. Materials Properties

Material p G Cp Tmelt C" S E*

(kg/rM3) (Kbar) ('K) (m/s) (xl0W)

RHA 7850 8 454 2100 4670 1.440 0.4493

HH Steel 7850 9 454 2100 4670 1.440 0.5150

Tungsten 17500 14 116 2640 4029 1.237 0.2443

DU 1 18600 14.82 118 1473 3030 1.270 0.1823

MITI calculations compared with Tate, et al., (1978) experiments, with tungsten rods against semi-infinite
targets, are shown in Fig. 2. Calculations compared with Hohler and Stilp (1977) experiments in a wide
range of impact velocities are shown in Fig. 3. Here normalized penetration versus impact velocity (C is
the sound speed) for both tungsten and steel rods are presented. Table 2 presents BRL long DU rod tests
(Mullin, 1991) against 269 BHN steel. The experimental results compared favorably with the MITI
calculations. The deviation of the calculated values are 5% or less below the experimental data.
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Figure 4 represents CSTA tungsten long rod tests at 450 obliquity against 314"-thick RHA target plates
(Keele, et al., 1990). Calculations of residual rod velocity and residual rod length, made with the MITI
model, show reasonable agreement with the experimental results (data for finite targets at higher velocities
were not available).

Additional calculations of the MITI model are given by Yaziv, et al., (1991, 1992).

12.0-W+

+ TATE et al EXPERIMENTS

-- MITI MODEL

TUNGSTEN vs. STEEL +
L = $6.7 mm +g 0. - L/D -12 +

0

o- +
P

4.0

+

0 l
0 1000 1500

IMPACT VELOCITY (m/s)

Fig. 2. Penetration versus Impact Velocity-Tate, et al., (1978) Experiments.

Table 2. DU Tests (Keele, et al., 1990)

Velocity Penetration (mm)

Shot (m/sec) Experiment MITI Deviation

1240 1979 334.0 325 2.7%
1241 2344 377.5 364 3.6%
1242 2074 347.0 336 3.2%
1243 2391 388.0 369 4.9%
1244 1927 326.0 319 2.1%
2045 1725 302.0 287 5.0%
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Fig. 3. Penetration versus Impact Velocity--Hohler and Stilp (1977) Experiments.
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Fig. 4. CSTA Tests--Oblique Impact Against Thin Targets.
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CONCLUSIONS

Several modifications were incorporated to make the original ITI model applicable over a wide range of
impact velocities. In order to better match the experimental observations at the hypervelocity range, it was
necessary to use a flow stress expression that is a function of temperature. At high velocities, the temperature
may soften the target material and as a consequence, to decrease both E* and the adiabatic hardness of the
target material. The back face effect also was extended for perforations at the hypervelocity range. For
high velocities, the back face effect is weaker and the free face information approaches the head/target
interface at a distance associated with speed of sound in the target material.
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ABSTRACT

A simple debris cloud model is developed by considering the one dimensional shock wave motion in the
material together with the catastrophic fragmentation theory by Grady. The model provides a simple
method for calculating the velocities at the outer perimeter of the cloud and the average particle size in the
cloud.

INTRODUCTION

The debris cloud produced by hypervelocity particle impact has received considerable interest in the
impact engineering community. Recent experimental and analytical studies on this subject are
documented in the Hypervelocity Impact Symposia edited by Anderson (1987, 1990). In these
symposium volumes, excellent x-ray photographs portraying the behavior of debris clouds produced by
both normal and oblique impact were presented by Piekutowski (1987, 1990). However, there is a lack
of rigorous analysis on these observed phenomena. The major difficulty has been that the material, upon
hypervelocity impact, will be broken into a debris cloud; yet in the analytical treatment, the material has
been treated as a continuum that breaks down when the tensile stress in the medium has reached a critical
value. This approach, although proper for the process of dynamic fracturings, does not appear suitable
for the formation of a debris cloud resulting from catastrophic failure of the material. Upon
hypervelocity impact, shock waves are generated at the contact surface, propagate outward, and set the
media into a state of compression. It is intuitively clear that the fragmentation process will not take
place until the stress in the media is changed to tensile by the reflected waves from the boundary or by
the scattered waves from the internal flaws. Until then, a large amount of tensile energy is imparted to
the material in a very short time. When the tensile stresses exceed the fracture limits, a catastrophic
break-down of the material occurs and a debris cloud is formed.

In a series of papers, a fragmentation theory based on energy balance was developed by Grady (1982,
1987a, b) for explaining the catastrophic failure process. In this paper, we will demonstrate that the
formation of a debris cloud produced by a hypervelocity impact can be understood by following the wave
motions in the medium together with Grady's catastrophic fragmentation theory. In the following
sections, a brief recount of wave motions in the media produced by impact will be presented. A
discussion of Grady's catastrophic fragmentation theory then follows in section III. Since a different
interpretation is required for the application of theory to the formation of a debris cloud, a brief review of
the theory and its interpretation will be presented in this section. A simple debris cloud model, based on
one-dimensional wave motion in the media and Grady's catastrophic fragmentation theory, is presented in
section IV. The analytical predictions are compared with Piekutowski's experimental results in section
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V. The model provides a reasonable prediction on the velocity vectors at the outer perimeter of the cloud
and the average size of particles in the cloud.

WAVE MOTIONS PRODUCED BY IMPACT

Consider a flat plate of thickness "h" to be impacted by a cylinder (LxD) with a velocity VI as shown in
Fig. 1. Following Maiden (1963), upon hypervelocity impact, the projectile and target materials are
shocked into the fluid-like state. Shock waves S1 and S2 (the latter is not shown in the figure) are
generated at the contact surface propagating outward and set the media into a state of compression. At the
same time, the rarefaction wave R 1 from the free boundaries begin to propagate into the compressed zone
changing the state of stress into tensile. Some fragments are therefore immediately ejected from the
tension zone as shown in Fig. 1. In this study, we shall focus our attention on the debris cloud that will
emerge from the back surface of the target plate.

Fragmented Region Vi

D

% R, R ""• Ejecta

. . / • ., Interface

Fig. 1. Wave Motions and Fragmentation. (After Maiden)

Assuming the target plate is thin relative to the diameter and length of the projectile, the shock wave S2
(not shown in the figure) is reflected as a rarefaction wave R3 from the back surface of the plate. When
the R3 reaches interface (I) between the projectile and target plate, a reflection and transmission of the
wave takes place. Let R4 be the wave transmitted into the projectile. The material in the region swept
by rarefaction waves RI, and R3 (or R4) are now in the state of tension. Since a large amount of tensile
energy is imparted into the material, catastrophic fragmentation of material can take place in these
regions. As the rarefaction wave R4 continues to propagate into the projectile, depending upon the
dimension of projectile and its material properties, one of the following three situations as portrayed in
Fig. 2 may occur:

1) Shock wave Si is reflected as R5 from the free boundary of the projectile. Rarefaction wave R5
interacts with R4 and sets the entire region into a state of tension. In this case, the projectile together
with a portion of the target plate are shattered into fragments forming a debris cloud.

2) Rarefaction wave R4 catches up with S I creating an attenuating wave. The diminishing strength of
this wave may reduce the fragmentation of the remaining portion of the projectile, or produce fragments
of larger size.
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3) The rarefaction waves R 1 from the free boundary meet at the axis of symmetry of the projectile as
shown in case 3 of Fig. 2. This would unload the remaining portion of the projectile. The unloaded
portion of the projectile would continue its motion as a rigid body.

The wave motions described in the above paragraphs were qualitatively analyzed by Maiden (1963) using
one-dimensional wave theory. Since the deformation of the projectile and target plate are axi-symmetric,
the problem can be rigorously analyzed by applying the two dimensional characteristic method. The
method was developed by Butler (1960) and Elliott (1962), and was applied to the related dynamic
penetration problems by Madden (1967). The same fragmentation problem was also analyzed by
Trucano, Grady, and McGlaun (1990) by applying the CTH Hydrocode. In this paper, we will
demonstrate that the characteristics of the debris cloud produced by hypervelocity impact can be
qualitatively described by analyzing the one dimensional shock wave motion in the media together with
Grady's catastrophic fragmentation theory.

Case I: The entire region is fragmented.

R. .,_ . F-.,7
Fragmented Region

I ..-. ',

Case 2: R4catches up S1, and greatly reduces the strength
of both waves

S, )

Case 3: R, merges at the center of projectile, and completely
unload the remaining portion of the projectile.

RI 2' P l M s o .Fr

Fig. 2. Possible Modes of Fragmentation
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GRADY'S CATASTROPHIC FRAGMENTATION THEORY

By regarding the dynamic fragmentation process as a macroscopic failure through internal spalls, the
following three criteria for catastrophic fragmentation were postulated by Grady (1982, 1985, 1988):

The Spalling Strength -- A Material Property

As the material is loaded in tension, an elastic energy is stored in the medium. A theoretical spall
strength (Pth) can be obtained by setting the elastic energy equal to the cohesive energy of the material.
Note that the spalling strength of the material (Pth), in a rigorous manner, is not necessarily a constant;
it can be a function of the local strain rate and temperature. In the following development, Pth will be
regarded as a constant material parameter, and spallation will occur when the tensile stress in the region
exceeds the theoretical spallation strength (Pth) of the material.

Following Grady, consider an element of mass 5M within an expanding elastic body as shown in Fig. 3.
Although the strain rate may vary from point to point throughout the body, 8M is assumed sufficiently
small such that the dilatational strain rate, z, within the element (modelled as a sphere)

3 p
3 p, (1)

is nominally a constant.

The time dependency of the mean tension (P) in the expanding body is

p = pC2otp = (2)

In the above equations, p is the current density, and co is the speed of sound in the medium. Equation (2)
implies that a time "t" is required for the tension in the material to reach the magnitude "P".

Fragment

Fig. 3. Formation of Fragments. (After Grady)
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The Horizon Condition

For a body undergoing catastrophic macroscopic failure through internal spalls, it is necessary for each
and every volume of size approximately (cot) 3 to fail independently. Since, at time t, the
communication horizon can not be greater than cot, the nominal fragment size (s) should satisfy the
inequality,

s < 2cot (3)

A physical interpretation of this condition can be made by observing that the wave length (k) is related
to the frequency (w) and the speed (co) of the wave by equation

= C. (4)

By replacing X by s/2 and (o by li/t, the above equation becomes

2 t (5)

In view of Eq. (5), the horizontal condition (Eq. 3) implies that the fragment size distribution is
controlled by the frequency spectrum of the pressure pulse produced by the impact.

The Energy Condition

If the body is catastrophically fragmented into particles of a nominal size "s", the following energy
inequality must be satisfied for the local mass SM:

T1, + EL > EF. (6)

In the above equation, TL is the local kinetic energy in SM available for fragmentation. By assuming
that the fragments are spheres of diameter "s", TL can be expressed as (Grady, 1982):

120 (7)

The term EL is the total strain energy in SM as the element is carried into tension, and EL can be
expressed as:

I p
2

E l' = -2 C .
S2 oct (8)

If the body is broken into spherical fragments of size s, a fracture surface area per unit volume equal to
6/s is created. Consequently, the local fracture surface energy EF can be written as:

_ 3KC
E (9)

where, Kc is the mode I critical stress intensity factor of the material.

Grady postulated that, for brittle spall to be energetically permissible within the element 8M, inequality
(6) must be satisfied. A minimum time requirement among Eqs. (2), (3), and (6) gives the expression for
the brittle spalling strength (Ps), the fracture time (ts), and the fragments size (s) as follows:
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s2 2" 1/3

S(3pcoKc&), (10)

1 (-3Kc )2/3
C. PCoE ,(I)

s = 2(NC3K- )2/3

pCE 0(12)

The above equations may be interpreted as follows: For an element 8M to be catastrophically broken
down into fragments of an average size "s", the required spalling strength is Ps, the strain rate in the
material at the instant of spalling is i, and the time for the material to reach the state of spalling into
fragments of size "s" is "ts".

The hypervelocity impact produces a large stress and a high strain rate in the material in a very short
time. Also, the magnitude of the impact-produced tensile stress Pm is expected to be much higher than
the theoretical spalling strength Pth of the material (a much lower value of Pth can be expected if the
material has internal flaws). Since the time for reaching the maximum stress Pm in the material is
short, it seems reasonable to expect that the size of fragments is affected only by the strength of the
maximum stress Pm (>>Ps) produced by the impact. Replacing Ps in Eq. (10) by Pm and substituting
Eq. (10) into Eqs. (11) and (12) in favor of Pm, the following equations are obtained:

s = 6(pr )2,

S(13)

3 (Kc)2

C. Pm. (14)

The above equations imply that, if the rise time (tr) for reaching stress Pm is less than or equal to ts, the
material would be broken into fragments of an average size "s" as expressed by Eq. (13).

It is interesting to note that the critical stress intensity factor Kc in Eq. (13) is equivalent to the strain
energy release rate during the fracturing process. During catastrophic fragmentations, the plastic zone in
front of fracture tips is expected to be very small. This conjecture suggests that Eq. (13) may be
applicable to ductile materials as well.

Now consider the material to be shocked into a fluid-like state by the intensive pressure and temperature
produced by impact. Applying the same reasoning as outlined in the previous paragraphs, the average
size of the fragments and the corresponding rise time of the pressure pulse are, respectively

2

m (15)

t,=6(pO),
P2

m (16)

where, y, a function of the current temperature, is the surface energy of the liquid.

The above equations, Eqs. (13) through (16), are based on the premise that due to non-equilibrium
characteristics of the fragmentation process, all or most of the shock energy goes into the fracture surface
energy. Experiments may show, in fact, that this over predicts the intensity of the catastrophic
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fragmentation process. If so, it will be necessary to alter the theory by introducing an effective break-
down stress Peff < Pm based on other fracture considerations. One possibility would be that

3Kpr R )1/3

where R is a characteristic dimension of material achieving shock state of Pm•

Equation (13) or Eq. (15) is a convenient equation for calculating the size of fragments because the
maximum stress Pm is directly related to the impact velocity and the relative material properties and
geometry of the projectile and the target plate.

A SIMPLE DEBRIS CLOUD MODEL

As demonstrated in section II, the fragmentation of material can only occur in the tension regions swept
by rarefaction waves. Knowing the distribution of tensile stresses and particle velocity vectors in these
regions, the break-down of the material and the formation of a debris r'oud can be analyzed by applying
Grady's catastrophic fragmentation theory.

The objective of this study is to develop a simple debris cloud model that is capable of capturing the
main features in the cloud. Consider a plate of thickness "h" to be impacted by a cylindrical projectile (D
x L) with a velocity VI as shown in Fig. 4. For a thin plate and a high impact velocity, it is reasonable
to assume that the area of the plate directly underneath the projectile is punched out as shown in the
figure. Let mp be the mass of projectile and mt be the mass of the punched-out portion of the plate.
The conservation of linear momentum gives the velocity at the mass center (C) of the system as:

VC_ mPV1
mP +mL (18)

The wave motions in the punched-out poi ion is similar to that described in Fig. 2. Let p and q be the
density of projectile and target plate, and subscript "o" denote to the state of material ahead of the shock
and subscript "1" behind shock, respectively. The pressure, particle velocity, and the shock wave speed
in the compressed region can be calculated by applying the one-dimensional shock wave theory (Maiden,
1962) to give:

Po(1 _qo)

p= {1+[ q, ]-1/2)-2

1 q. qolPo)

Pi P1  (19)

qo(1- p°)

v= V,{[I+[ P1 .11/2}-l

P.o(I - qo)
ql (20)
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The shock wave speed in the projectile is

Vl -PA-v
U,= Po

P• 1

P. , (21)

and in the target plate is

v q,

q. (22)

The above equations, Eqs. (19) through (22), governs the state of the shock-compressed region. The
corresponding density-pressure relationship of the materials are described by the Hugoniot equations.

T
L

Vo

h

T
L4-

TI

After impact. a pornion of plate is sheared out by the projectile

Fig. 4. Impact of a Shon Cylinder on a Thin Plate
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Fig. 5. Regions (I and II) Swept by the Unloading Waves from Boundary

Assume that the length (L) of projectile is short as is shown in case I of Fig. 2. As the shock waves
reach the corresponding free boundary of the projectile and target plate, reflection ef tue waves takes place
and they propagate into the medium as the unloading (or rarefaction) waves. Referring to Fig. 5, the
unloading process is divided into the following two regions: region I is the region swept by the
unloading waves from the top and bottom free surfaces of the projectile and target plate, while region II is
the region swept by the unloading wave from the circumference of the projectile and target plate.

In region I, after reflection of waves, the particle velocity at the center of the free surface of the target is
vA = 2v; and similarly vB = 2v - VI at the free surface of the projectile. The magnitude of velocity "v"
can be calculated directly from Eq. (20) together with the Hugoniot equation of the materials. The shock
wave is reflected as a simple wave by the free boundary. Note that the break-down of material in region I
can not occur until the arrival of unloading waves from the free circumference of the projectile and target
plate.

The unloading waves from the free circumference provide a radial particle velocity "vrad" to the material.
By assuming that the vertical particle velocity "v" is constant throughout region I and the unloading
shock front in region II is perpendicular to the r-axis, the radial particle velocity component "vrad" at the
edge of target plate can be calculated from the Rankine-Hugoniot relation (Elliott, 1962) across the shock
to give:

Vd=P P,-- 1)1/2

ad P O p0  (23)

Also, the corresponding velocity at the edge of the projectile can be obtained by replacing Po and pI by
the corresponding qo and ql.

The passage of rarefaction waves sets the material in the region in a state of tension. Since the Hugoniot
equation is limited to the material in a state of compression, there is a lack of equations of state for the
calculation of tensile stress distributions in the region swept by the rarefaction waves. Assume that the
tensile pressure in the region swept by the rarefaction wave is "- p" . For a thin projectile and target
plate, this assumption appears to be reasonable. The material in the region thus breaks down
calastrop'lically according to Grady's theory, and the average particle size in the cloud can be estimated
from Eq. (13) or Eq. (15).
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Fig. 6. Piekutowski's Debris Cloud Model (1990)

PLATE IMPACT EXPERIMENTS

Piekutowski (1990) carried out an experimental study of debris clouds produced by impacting a copper
disk against an aluminum plate. Based on x-ray pictures, he modelled the debris as a rhombus shaped
cloud as sketched in Fig. 6. He also measured the velocities at the front (Vf), rear (Vr), and edges (Vc,
Vrad) of the cloud. Using the Hugoniot curves of aluminum and copper given in Fig. 13 of Maiden
(1963), the corresponding velocities can be calculated from the above equations. A comparison with
Piekutowski's measured results are presented in Table 1. In the calculated results, the projectile
inclination angles were assumed to be zero. It is seen that the agreement between the velocities at the
front (Vf), rear (Vr) and center (Vc) of the cloud is indeed reasonable. We attribute the discrepancies to
the material properties (Hugoniot curves) used in the calculations. The predicted radial velocity at the
edge of cloud is much larger than that measured by Piekutowski. Our model predicts that, at the edge of
cloud, the projectile (copper) and target plate (aluminum) have different radial velocities. For the
aluminum cloud, our model predicts an approximate 40-degree cloud spread angle (at Vo = 6.53 km/s),
which is close to the experimental observation (45 degrees at Vo > 10 km/s) by Chhabildas (1992). It is
interesting to note that the debris cloud from the target plate (aluminum) is separated from the cloud from
the projectile (copper), and the copper cloud has a much smaller spread angle (22 degrees).

Assume that the aluminum target breaks down in a brittle manner, and that the stress intensity factor (KI)
for aluminum is 30 MN-m" 3t2. Also, assume that the copper was melted by the intense heat generated
by impact, and the surface energy (-) of liquid copper is 1.36 J-m- 2 (at 1100 C) (Allen, 1972). Using
this information, the average particle size in the cloud can be calculated by substituting Eq. (19) into Eq.
(13) and Eq. (15). The calculated values are tabulated in Table 1. It is interesting to note that the copper
cloud has much finer particles than the aluminum cloud.

The exact shape of the cloud and the size of particles in the cloud depend upon the shape of the shock-
compressed material and the position of the rarefaction waves from the boundaries. These can only be
modelled precisely from at least a two-dimensional shock wave analysis together with the equations of
state for materials both in compression and in tension. The model presented in this study provides a
simple means for estimating the velocity and the average particle size in the cloud. Knowing the average
particle size in the cloud, the linear momentum and the expansion of the cloud can be estimated from the
velocities at the front (Vf), rear (Vr), and edge (Vc, Vrad) of the cloud as demonstrated by Piekutowski
(1990).
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Table 1. Debris Cloud Velocities at Various Impact Velocities
Aluminum Bumpers Impacted by 1 g Copper Disk (L/D-0.3)
Based on Piekutowski's Data (1990)

Ittin|icr Inpdl.t Inr hnlmion Measured Velcities Calculaied Rculs

1111, klk".., V'Chwlty De)•gree. V elV0o Average |lartit Ic

Vo0 Svc (finto)

Wnil Krn/wct VI/V( Vc/V(l Vr/Vo Vrd/VC Vf/V(( VN0 Vr/V( Al Cu Al 10-1 ('u 1()6

10 6.39 4.6 1.44 0.91 0.36 0,24 1.324 0.885 (1.324 0.838 0.411 10.328 0.271

1.5 6,36 7.8 1.44 01 88 0.36 0.24 1.324 0.837 0.324 0.838 1.411 0.133 0.275

2 0I 6 14 10.7 1.42 0183 0.35 0.27 1.324 (1.794 (1.324 0.838 0.411 1.329 ( (273

S 1 6 51 2,5 1.46 079 (.35 (0.27 1.324 0.756 0.324 (0.841 01.411 03W(1 0(254

1.5 3.45 2.5 1.37 0.86 10.43 0.23 1.334 0.837 0.334 0.784 0.378 1 992 1.439

15 489 4.7 E43 0.87 10.39 0.23 1.326 0.837 -1.326 0.812 0.399 10.771 0.602

CONCLUDING REMARKS

The debris cloud model presented in this study was developed by considering the one-dimensional wave
motions in the medium together with Grady's catastrophic fragmentation theory. Since the material
properties of both the projectile and target plate, as well as their fragmentation characteristics, are taken
into consideration, the model may be regarded as an improvement over the spherical expansion model that
has been used by many authors (Richardson, 1969; Swift, Bamford, and Chen, 1982; and Lawrence,
1987, 1989) in their studies of the protective shield (i.e. bumper plate) and the survivabi!ity of the
underlying structure. In the design of a hypervelocity particle shield, the time duration and the spacial
distribution of the impulsive force impinged on the underlying structure are of main concern. Since the
particle velocity at the outer perimeter of the cloud and the average particle size in the cloud can be
calculated from the equations presented in this study, the model can be used to calculate the momentum
and spread of the debris cloud produced by a hypervelocity impact.
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ABSTRACT

It is not yet clear what detailed deformation mechanisms enable copper shaped charge jets
to exhibit the extraordinarily high ductility, which characterizes their dynamic behavior.
The study described in this paper seeks to find some of these answers, by stopping the
liner collapse process at various intermediate stages, and examining the grain structures
in the partially collapsed liners.

Well characterized OFE copper shaped-charge liners, assembled into a cylindrical
polycarbonate case, of constant length and volume, were partially collapsed, with reduced-
weight cylindrical explosive charges. A series of increasing explosive charge weights
were used to obtain progressively greater partial deformations on individual copper
liners. The shock waves from the varying length explosive charges were coupled to the
copper liners through intermediate water fill, which was in direct contact with the rear of
the liners.

The series of partially collapsed copper liners was captured by "soft recovery" in low
density polystyrene. Flash radiography prior to liner recovery, confirmed that the
unexpected shapes of the recovered partially collapsed liners, actually existed prior to
their entering the recovery medium and were not the result of the recovery process itself.
This was an early concern when the unusual shapes of the recovered liners were first seen.

These shapes were also independently confirmed by a series of computations at Los
Alamos National Laboratory, using MESA 2D.

A comparison of the photomicrographs of undeformed virgin copper liners and the series
of partially collapsed liners, shows regions on the inner apex near the liner axis where
plastic flow has occurred, with very substantial modifications (refinement and elongation)
in grain structure even for the small deformations which barely change the overall liner
shape.

Time dependent strain and strain rate computations. using LaGrangean tracer markers,
indicate very large strain rates, between 3xl0 7 /sec. and 4.7xl0 7 /sec. in those regions
with plastic flow where grain refinement and elongation are seen, even with very small
overall deformation.

It is believed likely that this early time material processing and grain refinement, arising
from the localized plastic deformation of the liner, plays a key role in preparing the liner
material structure, so that it can exhibit the high dynamic ductility, characteristic of
copper shaped-charge jets.

l i . |
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INTRODUCTION

Although it has been known for well over fifty years that the copper in a shaped charge jet
exhibits extraordinarily high dynamic ductility, the detailed physical mechanisms, based
on sound fundamental physical models, which can quantitatively account for this
phenomenon are not presently well understood, despite the fact that specific aspects of
the problem have been extensively studied. The possible role of material strength and
work hardening as well as the existence of a critical preferred disturbance wave length,
which "grows faster than all others" thereby determining the average jet particle length
after jet particulation, has been studied by Chou, et al (Ref. 1, 2). Scaling analysis has
been studied by Walsh (Ref. 3). Instability criteria have been analyzed by Curtis (Ref. 4)
and Pack (Ref. 5). Romero (Ref. 6a. 6b) has developed a stability parameter (L) which
involves the ratio of inertial and plastic forces in the stretching jet. Very recently,
Brown, Curtis and Cook (Ref. 7) have reexamined the role of asymmetry, which can also
affect the particulation process by accelerating it.

The copper jet which is formed when a typical uniform walled copper liner is collapsed by
an explosive charge (e.g. in a VIPER warhead), displays an approximately linear velocity
gradient, with the front end of the jet moving at a velocity in excess of 9 km/sec and the
rear of the jet moving at a velocity of about 2-3 km/sec. Under the action of this linear
velocity gradient, the jet which remains in the solid plastic state, stretches like taffy,
until it eventually particulates. The particulation process, which is preceded by quasi
periodic ductile necking along the length of the stretching jet, defines the ductility limit
by defining the maximum strain prior to fracture. Experimental observations of this
stretching and particulation process, obtained by means of flash x-ray observations,
indicate that a conservative estimate of the approximate average strain, at the time of
fracture, can be higher than 10. This corresponds to 1000% strain. The approximate
average strain is defined here as:

A_._L_ = L_- _Lg_
Lo Lo

where AL = approximate average strain
Lo

L = length of the continuous jet at the start
of particulation

Lo = length of the cone element (slant height of

the cone) from which the jet was formed
A L = change in length = (L - Lo ) of the cone

element from which the jet was formed

The observed dynamic ductility of the copper in the jet is therefore clearly in the
superplastic range.

OVERVIEW OF SIGNIFICANT FACTORS

There are several factors, both physical and geometrical, which can he immediately
recognized as playing a potentially significant role in supporting and stabilizing such a
high dynamic ductility. The elevated jet temperature and its effect upon the yield
strength is clearly one of the physical factors that can affect the ductility (Ref. 8). The
precision and uniformity of the liner wall thickness. as well as the coaxial symmetry of
the liner, the explosive charge and the charge case, are typical of the geometrical factors
which can .separately affect the stability of the stretching process (Ref. 7).
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There are many other more subtle factors which can also be seen as potential contributors
(positive and negative) to the ductility limits. These would include the strain-hardening
and strain-rate hardening properties of the copper which interact with the thermal
softening properties (Ref. 9).

It is also suspected that the incidence of deformation induced porosity in the stretching
jet (Ref. 10) especially in the necking regions, can also play a role in affecting how long
the ductile stretching is maintained before fracture (particulation). The effect of
dynamically introduced porosity on the particulation process is currently being examined
computationally in another separate study (Ref. 11).

Finally, there has been continued wide ranging speculation regarding the physical source
of the perturbations which result in the quasi periodic localized necking process. These
perturbations and their growth ultimately define the stability and particulation of the
stretching jet, and therefore the observed ductility limit, even in the absence of
geometrical asymmetries. Compressibility effects and surface imperfectio.-s (e.g.
machining marks) on the liner have been among the factors mentioned.

There have been preliminary attempts (Ref. 12) to account for the superplastic behavior of
the copper jet by invoking the process known as dynamic recrystallization This is a
strain rate sensitive process, which at sufficiently high strain rates, results in dynamic
grain refinement, which may lead to the fine grain sizes normally associated with
superplastic behavior. However, the attempts at the quantitative application of this
mechanism to the analysis of the ductility of copper jets has so far not adequately
accounted for the ductile behavior of these jets. Nevertheless, the concept itself is very
attractive and warrants additional study. Part of the problem in evaluating such a model,
is the previously unsuspected complexity of the material flow from the liner to the jet,
which has recently been shown to exhibit large time dependent radial gradients of strain
and strain rate (Ref. 13) as well as time dependent radial gradients of temperature (Ref.
8).

It is therefore evident that the current state of knowledge still does not provide a
quantitative basis for a thorough understanding of the interacting combination of physical
and geometrical mechanisms that permit the copper to undergo such large stable
superplastic strains, in a shaped charge jet. before particulation. Qualitatively, the
geometrical contribution of charge and liner symmetry to the jet stability is easiest to
understand. The more difficult problem resides in the details involving the other
physical mechanisms.

MOTIVATION FOR THE PRESENT STUDY

It is very difficult to experimentally obtain time resolved dynamic information regarding
the changing grain structure of the liner, as it is accelerated and deformed by the
explosive charge, and ultimately flows into and out of the collision zone (stagnation,
region). It is even more difficult to experimentally obtain the time-dependent grain
structure information as the flow leaves the stagnation region, dividing itself between the
jet and the slug. These diverging flows are moving in directions 1800 apart, in the moving
collision point coordinate system.

Some details of this complex flow (such as mass motion and temperature) can be accessed
computationally (Ref. 13) but the 2D axially symmetric computational analysis presently
provides no information regarding the transient time-dependent grain structure.; It
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should be noted however that work at Los Alamos (Ref. 14) holds out the hope that at some
future time, it might be possible to model some aspects of that part of the problem, related
to the plastic deformation of a polycrystalline structure, in which the individual grain
orientations are considered in order to provide information on the texture, before and
after deformation.

In view of these difficulties, it appeared that any attempt to obtain even partial and
approximate time-dependent grain structure information, could be beneficial. In thinking
about this problem, the writer recalled some very early work he had done in the 1940's
with S. Kronman, at the BRL (Ref. 15) in which copper shaped charge liners were partially
collapsed by means of reduced mass explosive charges whose shock waves were attenuated
and coupled to the liner through a water medium. The deformed liners were subsequently
recovered in water. Increasing the mass of the explosive charge, permitted the partial
collapse process to go progressively further until a set of liners was collected, displaying
a wide range of deformations, which included the early collapse as well as the jetting and
slug formation process.

These recovered liners were cut in half along the cone axis and mounted on a display
board, which still exists today at BRL,(now ARL) as a matter of historical record. They
were regarded for many years as interesting trophies which illustrated the nature of the
shaped charge collapse process (Ref. 16) but, to the knowledge of the authors, partially
collapsed liners were never studied quantitatively.

The partially collapsed liners could reasonably be regarded as approximate snapshots of
the geometry of the progressive collapse process. It would however, not be reasonable to
assume that the microstructure of the copper grains in those liners, truly reflected the
instantaneous grain structure in the collapsed liner, at the time corresponding to the state
of partial deformation in the recovered liner. However, despite this caveat, it was natural
to contemplate what the deformed microstructure might show, especially in comparison
with the original microstructure in the virgin unfired liner. It was this line of thinking
that led to the experiments which are described in this paper.

SUCCESSIVE STEPS IN THE DEFORMATION PROCESSING OF THE LINER MATERIAL
DURING LINER COLLAPSE AND JET AND SLUG FORMATION

In order to help understand how and why the initial material properties of the shaped
charge liner can influence the jet formation process, it is illuminating to consider a
simplified view of how the liner material is being processed by shocks and by the severe
plastic deformation during the liner collapse and jet formation process. The
simplification involves ignoring the known radial variations in strain and strain rate
discussed in Ref. 13. We will use the collision point coordinate system shown in Fig. IA
for this discussion. We will discuss primarily the processes pertinent to the partial
collapse situation and will omit the details of the jet stretching and particulation process.

(1) As the explosive detonation proceeds, the liner is impacted obliquely by a
detonation wave of 300-400 Kb amplitude. This initial interaction immediately results in
shock heating of the liner and probably in the generation of numerous new dislocation
sources and other structural defects, including twinning, stacking faults and possibly
reduction of the initial grain size. The shocks induced in the liner material cause the
heated liner material to bend toward the axis, and they can continue to generate high
speed intersecting dislocations, leaving behind vacancies and other crystal lattice defects,
as a consequence of the material deformation.
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(2) The initial shock wave compression and shear stress causes shock heating of the
liner material, and can drive it momentarily to temperatures higher than 600 0 C. As the
shock pressure in the liner material decays, the material temperature falls to a lower
residual temperature, which for copper, may be several hundred degrees lower than the
initial shocked temperature, when the pressure has fallen to ambient atmospheric
pressure.

(3) Under the impulsive loading provided by the detonating explosive, at pressure
levels well beyond the yield strength of the liner material, it flows radially inward in a
nearly hydrodynamic mode (see Ref. 17), undergoing increasing compression and shear
deformation as it approaches the symmetry axis. This plastic deformation work causes the
temperature of the liner material to increase again. In work hardening liner materials,
like copper, this deformation can also induce work hardening, but the temperature
increases also encourage thermal annealing of the induced lattice defects. Both processes
can occur competitively.

(4) When the flowing liner material enters the collision zone, it undergoes further
compression as well as a very drastic additional change of flow direction and very severe
additional plastic deformation resulting in still more heating. It is believed that here, on
the axis in the collision zone, is where the liner material attains its maximum
temperature, which may be in the range of 800 0 C for a copper liner like the one in the
VIPER charge. Most of the liner material originating in approximately the outer 75% of
the liner thickness, goes into the slug and the remaining liner material coming from the
inner thickness region of the liner, goes into the jet. This drastic divergence of the flow
occurs close to the collision point and will be shown later in this paper to result in
enormous localized strains and strain rates.

One might also imagine that for some liner materials, the temperature rise in the
collision zone might be high enough to momentarily melt the liner material which might
quickly resolidify as it left the collision zone. However, this seems relatively unlikely,
on the basis of homogeneous heating computations, (Ref. 8) since the pressure in the
collision zone is also very high. This would inhibit the melting process by substantially
increasing the melting point by several hundred degrees C. There is both direct and
indirect evidence that for materials like copper, the jet itself is essentially a plastically
deforming crystalline solid. There has been no convincing evidence obtained so far to
suggest even momentary melting in the collision zone (Ref.8) on the basis of homogeneous
plastic deformation, although this conclusion awaits a moic detailed examination of the
microcrystalline region and central hole often found at the center of recovered copper jet
particles (Ref.18) and a reexamination of the SESAME table for copper at lower
temperatures and pressures, since this table was used in the computational analysis of the
temperature distribution in the jet. There is also the possibility of attaining higher
localized temperatures on slip bands, if the deformation energy is distributed
inhomogeneously (Ref.19).

(5) The nature of the flow of liner material into the jet from a conical liner with a
uniform wall thickness imparts a roughly linear average velocity gradient along the jet,
with the forward portion of the jet moving faster than the rearward portion. The jet
therefore continues to stretch plastically. like taffy, with its local diameter decreasing as
the jet length increases. The plastic deformation work continues to be put into the
stretching jet until just before the particulation process is completed. It is known that
there are radial thermal gradients across the jet diameter, as well as along the jet length
(Ref.8). There is also reason to believe that a large amount of microscopic porosity i's
being generated in the dynamically stretching jet material. Such a mechanism is needed to
explain at least a part of the reduced material densities seen in flash x-rays of the jet
prior to particulation (Ref.20.21,22). The temperature rise is clearly far too small to
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explain the 15%-50% density reductions which are observed radiographically in the
stretching continuous jet and in certain EFP observations.

The purpose of this relatively detailed review of the early thermal and deformation
history during the formation of the jet and slug, is to indicate the overall nature of the
changing environment to which the liner material has been exposed during jet formation.
It provides an initial physical basis for interpretation of any information that can be
extracted from a sophisticated and microstructural examination of jet particles captured
by soft recovery, (Ref. 8) for comparison with the original liner material from which the
jet was formed. Similarly, it is useful for interpretation of the microstructural
examination of recovered partially collapsed liners, and their comparison with the virgin
liner material in the unfired liner.

THE OVERALL PROGRAM PLAN

General

Experimental The program plan consisted of an experimental phase and an analytical
phase. In the experimental phase, the initial virgin liners were carefully characterized in
order to provide a baseline for comparison. The partially collapsed liners were "softly
recovered" in low density polystyrene (1-2 PCF). sectioned and compared with the virgin
liners.

Analytical In the analytical phase, the partial collapse experiments were examined
computationally, using the MESA 2D Eulerian Code. The liner deformations which were
predicted by the computations were compared with the observed deformations on the
recovered liners. It should be noted that the computation did not attempt to resolve the
time-dependent shock reverberation history within the liner walls.

Specific Experimental Details

The shaped charge design selected for this partial collapse study is shown in Fig.2 and
used a copper liner (OFE C10100). It was selected for numerous reasons, including the
fact that this was the charge design used in the jet particle recovery experiments and the
MESA 2D computation for the fully loaded charge had already been carried out in
connection with the ongoing work on jet particle recovery (Ref.8). This simplified the set
up for the computation of the reduced charge experiments, since all of the charge
description parameters were already available and only the variable explosive charge
description needed to be added. In addition, the characterization of the structure of the
virgin unfired liners was also being carried out in connection with the jet particle
recovery program (Ref.23). It was also helpful that the charge was of the proper size
(33.3mm cone diameter) to make the flash x-ray observation and the "soft recovery"
process easy to carry out, without modifying existing experimental set-ups. Finally, the
requirements for metallurgical specimen preparation and examination were essentially
identical and complementary to those being applied to the remainder of the jet particle
recovery work.

The experimental set-up is shown in Fig. 3. The recovery medium was 24" in front of the
charge. Flash x-ray was used to ascertain the configurations of the par'ially collapsed
liner, prior to the time that it entered the recovery medium, which was a stack of low
density polystyrene sheets(1-2 PCF), 12" x 12" x 1/2" thick.
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The flash x-ray observations turned out to be a very significant experimental addition,
since the shapes of the recovered partially collapsed liners were completely unexpected
and were initially considered to be possibly deformed by interactions with the low
density recovery medium. The availability of the flash radio-graphs however, clearly
indicated that the recovered partially collapsed liner shapes were essentially identical to
those seen in the flash radiographs, prior to their entry into the recovery medium. This
conclusion was independently supported by the computational analysis, which will be
discussed in more detail later.

Computational Approach

The computational approach involved the use of MESA 2D, an Eulerian Code which has
already been used quite successfully at LANL (Ref.24) for shaped-charge studies and in
earlier portions of this program for jet temperature studies (Ref.8). The copper was
treated as an elastic perfectly plastic solid with a 4.5 Kb yield stress. The Los Alamos
tabular equation of state SESAME, was used for the copper and the standard JWL equation
of state for the H.E. The computations were carried out until plastic deformation ceased
and the residual motion of the partially collapsed liner consisted essentially of
translation of the center of mass.

THE EXPERIMENTAL DETAILS

The series of progressively increasing explosive charges, which were used to generate
increasingly larger degrees of partial cone collapse, are described in Table I. These
charges were placed at the rear of the interior body volume, as shown in Fig.2. The
remaining volume, between the charge and the liner, was filled with water. By carefully
inserting the detonator holder with the attached charge into the plastic body, excess water
could be squeezed out around the rim of the detonator holder leaving a bubble free water
fill, in contact with the liner, most of the time. Occasionally, a few small bubbles would
form near the base of the liner as a result of chemical reaction of the water with the epoxy
cement used to seal the liner in the body. Most of the modest asymmetry seen in some of
the partially collapsed liners with the larger explosive charges, can be attributed to these
bubbles in the water, since the charges were all fired horizontally and the bubbles
therefore floated to the upper side of the charge.

EXPERIMENTAL RESULTS

General

The experimental results are divided into three parts. The first part contains the data
which characterizes the initial virgin liners, which were fabricated by a forging process.
The second part contains the data describing the geometrical configurations of the series
of partially collapsed liners. The third part contains the data comparing the structure in
the partially collapsed liners, with the original structure in the virgin unfired liners.

Characterization of the Original Virgin Liners

The original liners were fabricated by a cold forging operation, using conical dies and a
cylindrical work piece, beveled at the front. As a consequence, the portion of the liner
which ultimately formed the apex of the liner, was less severely cold worked than the
portion forming the remainder of the cone. Subsequent heat treatment of the forged liners.



was nominally designed to provide both fine grain liners and coarse grain liners. All
liners were machined to final dimension after heat treatment.

The large variations in the degree of cold woik between the apex and the remainder of the
liner which are characteristic of this particular fabrication process. tended to obscure the
effects of the heat treatment. As a result, it can be seen in Figs. 4 and 5 that while
differences in grain size between the nominal fine and coarse grain liners are evident,
they were much smaller than had been expected. In addition, the variation from apex to
base on both the fine and coarse liners was quite large, with the lower portions near the
base showing a small grain size and the upper portions nearer the apex showing a larger
grain size, in both cases. However, the grain sizes in the upper regions of the "coarse"
liners are only very slightly larger than in the corresponding locations on the "fine"
liners, as can be seen from Fig. 4. In specific cases, however, where these observations
concentrated at the apex, were repeated on new liners from the same batch, the average
grain sizes through the apex region were indistinguishable between the "fine" and the
"coarse" liners, as shown in Fig.4a. For the purpose of this paper, they will be considered
to be indistinguishable through the apex region.

This particular characteristic of the large grains in the structure near tile apex of both
the "fine" and "coarse" liners provided an unexpected advantage, in assisting in the
interpretation of the partially collapsed liner structures, because it provided a basis for
separating the contribution of the shock wave from the contributions of the plastic
deformation in causing visible chancges in the grain structure. This will be discussed
later, in more detail.

Experimental Details and Recovered Liner Identification

There were eight partial collapse experiments. Table II summarizes the individual
identification numbers assigned to each of the eight recovered liners and the conditions of
the experiment.

Structure Observed in the Partially Collapsed Liners

Macroscopic Examination In macroscopically examining the first two partially collapsed
liners shown in Fig. 6, at 3x, the overall degree of deformation is seen to be relatively
small in both cases. Liner IF, collapsed with the 3.3 gram charge of Detasheet, as
expected, showed a smaller degree of deformation than liner 2F, which was subjected to a
7.5 gram charge. Both showed observable thickening deformation and optical reflectivity
changes on the polished section, in the apex region. They showed minor deformation along
the sides. The polished cross sections of t' -se two recovered liners which are shown in
Fig. 6, reveal the reflectivity changes in the deformed region near the inner apex. Liner
8C, shown in Fig. 7, was also collapsed with 7.5 grams of Detasheet, in the same way as
liner 2F. 8C clearly shows the start of a jet at the inner apex. Fig. 8 shows interior views
of the inner apex region of recovered iiners 2F and 8C at about 12x magnification, prior to
sectioning. Both show evidence of significant apex thickening and the start-up of the
jetting process. Liner 2F, the "finer" grained liner shows a smoother interior deformation
surface than liner 8C, the "coarser" grained liner. Both show radial structures in the
jetting start-up region, which are believed to be caused by compression folding
instabilities which might occur more readily at the lower strain rates characteristic of a
partial collapse process. Both also show circumferential circular structures which appear
to be related to the machining marks on the liner.
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Microscopic Examination of Liner 8C which was Collapsed with the Same 7.5 Gram Charge
as Liner 2F When the apex region on collapsed liner 8C is examined at 50x magnification
as shown in Fig. 9. an extremely interesting observation can be made, which reveals a
transition in grain structure from the initially undisturbed grains in the outer rear of the
apex region, to the deformed interior grains of the lower apex region, at the bottom of
which the jetting process has started, and an emerging jet can be seen. The significance of
this observatiorv can be found in the fact that outwardly, the shock wave does not appear to
have affected the appearance of the original grain structure, except in those regions in
which plastic deformation and flow has occurred, as shown by the reflectivity change. In
those deformed apex regions, below the outer apex and near the inner apex, the grains
have clearly been elongated and severely distorted, as the plastic flow converged toward
the axis, eventually generating the jet, seen in Fig. 9.

The unchanged outward appearance of the larger rear grains, which do not appear to have
been disturbed by the shock wave passage, only means that at this shock pressure level,
there are no optically visible effects of the shock wave, but there may very well have been
dislocations, vacancies and other defects introduced, which would require sr-,ial TEM
techniques to be identified.

Microscopic Examination of Liner IF In view of the observations in liner 8C, discussed

above, the photo-micrographs for liner IF were reexamined to determine if a similar grain
structure modification and transition had occurred with the reduced 3.3 gram charge.
Fig.10 shows that there was indeed a similar transition, but because the degree of plastic
flow was smaller in liner IF. the change: in the smaller deformed inner apex region were
primarily in grain size. The plastic flow contours are just beginning to become visible
near the inner apex region. The macrophotographs shown in Fig. 6 also show only small
regions near tht inner apex on liner IF, in which there were noticeable reflectivity
changes which define the plastic flow region. The corresponding reflectivity changes on
liner 8C, in the inner apex region, were much larger and more pronounced.

Macroscopic and Microscopic Examination of More Heavily Deformed Partially Collapsed
Liners It was now useful to examine the partially collapsed liners deformed with still
larger explosive charges (14.4 grams and 21.4 grams of C-4 respectively). The first is
almost twice as large as the charge used on liners 2C and 8C. The second is almost three
times as large.

Fig.11 shows the macroscopic longitudinal cross sections of such partially collapsed
liners after cutting, polishing and etching. Liner 3C (14.4 gram charge) shows the
unusual "sombrero" configuration and liners 4C and 5F (21.4 gram charge) show the liner
folded back toward the slug. As noted earlier, it was verified by flash x-ray that these
unexpected odd shapes existed prior to soft recovery in the polystyrene.

The severely deformed region on the axis of the slug in liner 3C (Fig.l I) again shows the
typical reflectivity changes characterizing the new grain structure that exists in the
region of severe plastic flow. The forward end (marked JET) shows what remained of the
rcar portion of the jet that was still attached to the slug after recovery. This will be
discussed in the computational analysis.

The cross section of liner 6F (Fig.li) which was collapsed with the largest charge used
(27.6 grams) shows an almost conventional slug, with the remainder of the liner which did
not participate in the jetting process, folded back and still attached to the slug. The
reflectivity changes have now extended to the forward jetting end, in the region that is
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normally fully detached from the slug, when the liner undergoes cone collapse driven by a
full explosive charge.

The microscopic examination of the rear of the liner 3C. in the region where the outer apex
was originally located, is shown in Fig.12. This again showed a region at the upper outer
apex, which retained the large grain structure seen in that region in the virgin unfired
liners. This again indicates that the major optically observed grain structure
modification occurs primarily in the regions where plastic flow has occurred. The passage
of the shock wave through the outer apex has now, however, begun to leave the larger
grains at the rear with the first evidence of slip bands and twinning.

The forward region containing the residual rear of the jet still left attached to the slug, is
shown in Fig.13. Interestingly, this photomicrograph shows a fine grained structure in
the tip with only a few of the elongated grains characteristic of the plastic flow region
seen elsewhere to the rear on the liner axis. However, not far behind the residual jet tip,
the elongated grain structure associated with plastic flow is again clearly visible and can
be seen in the photomicrograph of the adjacent region behind the tip.

The same observations were made on recovered liners 4C, 5F, 6F and 7C. Fig.14 shows the
interior view of liner 4C with the radial and circumferential markings. In addition, the
tip of the residual jet shows the orthogonal shear traces, previously observed on many of
the captured jet particles (Ref.8). The general observational result was essentially the
same on the remaining liners. There was however, a trend for the length of the region of
the larger grains to become smaller as the charge weight increased. In addition, as the
charge weight increased, the slip markings and twinning in the larger rear grains became
more severe. This indicates the increasingly severe effects of the shock wave passage.
Fig.15 shows a 200x photomicrograph of the rear of the apex of liner 5F graphically
illustrating the intragranular slip bands and the twinning at the outer rear apex, in the
region of large grains. Finally, as the slug became longer, the region of convergent plastic
flow became longer. However, in all cases, the front interior of the recovered liner, from
which the jet emanated, clearly showed a very fine grain structure with very little of the
interior flow process showing at the very tip where the rear of the jet separated from the
slug. However, the orthogonal shear traces shown in Fig.14 were almost always present.

INITIAL OUTPUT OF THE COMPUTATIONAL STUDY

The initial computational analysis of the partial collapse experiments which was carried
out at the Los Alamos National Laboratory, using the MESA 2D Code, shows a good
agreement of the predicted final partially collapsed liner configurations with the actual
shapes of the recovered liners. Figs.16 to 18 inclusive, show the computed partially
collapsed configurations predicted for the first four charges and can be compared with the
actual cross sections of the recovered liners. The 27.5 gram charge has not yet been
computed.

One of the surprises coming from the computations was the prediction of the actual jet
formation process in all of the partial collapse experiments except the one with the
smallest charge (3.3 grams). The recovered liners were weighed before firing, but.
through an oversight, were unfortunately not reweighed after cleaning and before being
sectioned for microscopic optical examination. Consequently, the amount of weight loss
attributable to jetting could not be determined on these experimental runs, for comparison
with the computational prediction. Needless to say, this omission will be corrected on
future experimcnts.
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The delay settings required to catch the slow moving final collapsed liners were so long
(in the millisecond range) that the much higher velocity jet particles were no longer in the
same field of view of the radiographs as the collapsed liners. Thus Fig.18 shows that the
jetting, which is clearly visible in the computational output at 40, 80 and 120
microseconds is no longer seen near the collapsed liner at 160 microseconds and would be
long gone from the field of view after a millisecond.

The analysis of the computations will continue in the future, with a more detailed study of
the stress-time and pressure time histories to which various portions of the partially
collapsed liners have been subjected. This will provide further quantitative insights
regarding the observed response of the various portions of the collapsing liners.

SUMMARY AND CONCLUSIONS

This work reported in this paper, represents a start at the problem of understanding, in
phenomenological terms, the superplastic behavior of copper in a shaped charge jet.

An important preliminary conclusion is that very early in the collapse process, portions
of the grain structure of the liner are being refined by the plastic flow processes, that
start to move the liner material into the jet and the slug. These highly localized flows and
the grain structure modifications that they cause, can be identified on both longitudinal
and transversely sectioned samples of the partially collapsed liners, by a distinct change
in reflectivity. In these regions, initially equiaxed grains in the inner apex region have
been forced to undergo elongation and snhstantial diameter reductions, as a result of the
material flow and the associated plastic deformation. The drastically reduced grain
diameters essentially provide an early preconditioning which leads to the attainment of
the fine grain structure, leading to increased dynamic ductility and ultimately leading to
superplastic deformation of the stretching jet. The mechanism involved is primarily the
plastic flow process which is effectively extruding the liner material into the jet.

A second observation is that the passage of the shock wave itself, through the liner
material (e.g. at the apex) causes other types of modifications that depend on the shock
amplitude. The behavior of the rearmost apex grains provide a convenient location for
observing these effects. At the lowest shock amplitudes studied, the large, roughly
equiaxed grains at the outer apex of the liners. (seen in Fig.4a in the virgin unfired
liners) show little or not change in external appearance, whereas the grains at the inner
apex of the same liner (e.g. IF in Fig. 10 and 2F in Fig. 9) show very noticeable changes
including grain deformation and grain refinement. The grains at the inner apex are of
course, the ones which have undergone some plastic deformation as they start to converge
and flow into the jet, to form the jet tip. The passage of the shock wave would still be
expected to introduce various lattice defects into the material traversed, but these
changes would not be readily visible in optical photomicrographs, when the shock
amplitudes are low.

As the -,hock amplitude increases, one can begin to see in the nominally undeformed
grains at the outer apex, the appearance of twinning and increasingly severe intragranular
slip lines, as well as other evidence of the effect of the transient shock wave, although the
grains at the rear do not appear to have undergone severe geometric deformation or plastic
flow. This is indicative of the preliminary conditioning of the liner material, along the
lateral surfaces of the liner, before it reaches the collision zone. Other evidence involving
examination of the deflected liners prior to their entry into the collision zone indicates
that grain refinement also occurs during the convergence process. For the larger charges.
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one can find very large internal areas displaying the reflectivity change and the grain
refinement (Fig.l1). Converging flow lines become more extensive in the longitudinal
sections in the center of the plastically deformed regions and the severity of the shock
processing on the rearmost grains becomes quite dramatic (see Fig.15).

There is also additional study and analysis required to provide an interpretation of the
significance of the radial and circumferential structures (e.g. as seen in Fig.14) which are
generated early in the collapse process, and an evaluation of how they may affect the
particulation process.

Further computational analysis of the flow process in the partially collapsed copper
liners has been carried out by employing the LaGrangean tracer particle technique (Ref.
13) to track the strain and the strain rates in those specific regions of the liner apex
which undergo severe flow and deformation during the early stages of the collapse process.
These preliminary results indicate very large axial gradients in the strain and the strain
rates, as one moves from the inner apex into the liner, toward the outer apex, for those
interior regions along the axial direction where the liner material is separating into the
jet and the slug. These are also the locations at which the metallurgical observations
indicated severe flow and grain deformation. The local strain rates were found to attain
surprisingly high levels, e.g. as large as 4.7 x 10 /sec, even in those liners which were
only slightly partially collapsed with a small 7.5 gram charge of explosive. This analysis
is now being reviewed. The data will be displayed at the poster session and will be the
subject of a separate future paper.
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dual-wall 797, 831
see bumper shield holography, 13

ductility, 291,863 Hugoniot, 267,451, 531

EFP, 809 ignition, 61
electron delocalization, 291 ignition temperature, 61
emission line spectra, 751 image analysis, 13
energetic materials, 241 image reconstruction, 13
energy deposition, 439 image reconstruction
energy partitioning, I resolution limits, 13

epoxy, 719 impact flash, 315, 587, 797

equation of state, 267,451, 531 impulse
exothermic reaction, 241 angular, 561
expansion velocity, 427, 851 impulse gain, 451
exploding bridge foil, 785 impulse generation, 439

explosive launcher, 181,467, 763 impulse loading, 831
explosive simulation, 597 inhibited shaped charge, 763
explosive volcanism, 531 intact capture, 683, 751
explosively formed projectile, 809 intact recovery

see soft recovery

failure, 279 ionization, 205, 587
last shocit tube, 417 iron
fluence, 439 see projectile
flyer plate, 181, 785 isentropic compression, 121
flyer plate

acceleration, 439 jet incoherence, 763

fracture, 255,279, 385, 417,427,491, 707, 851
fragment distribution, 37 kapton
fragment launcher see projectile
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optical scatter, 49
L/D effects, 551 optimization, 315,467
laser interaction, 439 see penetration modeling
launch dynamics, 121,315,417, 619 PCLGGP, 315
launcher, 359 RASCAL, 619
launcher shock pressure decay, 279

exploding bridge foil, 785 Steinberg ceramic model, 491
explosive cylinder, 467 strength, 775, 819
modified two-stage, 121 stress wave propagation, 279
plasmadynamic, 587 TIS, 49
scram accelerator, 695 molecular dynamics, 509
two-stage light-gas gun, 315 momentum enhancement, 451
Van de Graaff, 719 multi-bumper, 519

LDEF, 49, 157, 347,631, 729 multi-particle penetration, 831
light-gas gun, 315 multi-shock shield
luminescence, 587 see bumper shield
lunar craters, 157 muzzle blast, 619

magnetic fields, 205 numerical simulation
magnetism, 205 advection, 107
magnetohydrodynamics, 205 ALE, 107,255
material synthesis, 531 bumper shield. 479, 707
melting, 451, 707 CALE, 763, 819
melting CEL, 467

see phase transformation code linking, 229
metastable phases, 531 constitutive response, 385, 707
micrometeoroids, 359 cratering, 157, 325, 551, 809
microparticle CSQ, 551

see projectile CSQIII, 241
microstructure, 531 CTH, 1, 133, 157,229,303,427,479,509,
mixture theory, 229 551,729
modeling debris cloud, 37, 133

BRDF, 49 DYNA2D, 229
modeling EFHYD, 255

brittle material response, 49 EFP, 809
bulging, 279 EPIC, 373,385,763,819
Cour-Palais, 49 fracture, 385,427
cracking, 49 fragmentation, 427
damage, 279, 417, 503 free Lagrange, 181
debris clouds, 851 hole formation, 597
debris environment, 49 hole size, 509
electrical Gurney, 785 HULL, 37
explosive launch, 181 JOY, 451
fragment simulator, 597 L2D, 181, 597
fragmentation, 37, 427, 851 long-rod penetration, I
Grady-Kipp, 37 LS-DYNA2D, 325
Gurney, 439 MESA, 417,491,819,863
impulse gain, 451 mesh sensitivity, 491
Johnson spall, 417 mixture theory, 229
Johnson-Cook damage, 417 molecular dynamics, 509
Johnson-Holmquist model, 491 oblique impact, 37, 157, 373, 707
Kessler model, 49 penetration, I
laser interaction, 439 PLEXUS, 467
late stage equivalence, 719, 819 projectile shape, 133
magnetohydrodynamics, 205 RHALE, 107
mixture theory, 229 Riemann shock problem, 707
momentum enhancement, 451 short L/D, 551
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SMER, 241 multi-bumper, 519
SPH, 385, 707, 819 nonsteady, 303
SPHINX. 707 obliquity, 73
tensile fracture, 491 off-axis velocity, 217
void, 229 one-dimensional, 407
yawed impact, 373 optimization, 519
ZeuS, 61, 157, 809 phases of impact, I

nylon plate damage, 831
see projectile radial velocity, 217

regression analysis, 519
oblique impact, 37, 73, 157, 373, 395, 561,637, residual length, 561

647,671,707 rotation rate, 561
optical scatter, 49 shear strength, 561
optimization, 479, 519 shield design, 25, 145, 169, 193, 395,647
orbital debris, 359 short L/D, 551

statistical approach, 217
particle shape, 531 steady-state, 1, 85, 843
particle size, 531 strain, 407
particle size distribution, 427 target resistance, 1,85
penetration, 145, 169, 809 Tate, 1, 85

L/D effect, 551 Tate resistance, 1, 85
long-rod, 1,217 thermal softening, 843
primary, I thickness effects, 25, 73, 145, 169, 395, 541,
residual, 1 647
secondary, I thin films, 729
shaped charge, 217 trajectory distribution, 831
steady-state, 1 tumbling, 561
unsteady, I unsteady penetration, 407
velocity dependence, 1, 551 velocity distribution, 831
velocity effect, 1, 325, 551 Wilkinson Predictor, 519
velocity history, 1,551 witness plate damage, 831, 1,303

penetration efficiency, 85, 217, 551 perforation, 25, 145, 157, 169, 325, 347, 373,
penetration modeling, 647 395, 561,587,637,647, 831

angular momentum, 561 perforation
area removal, 831 thickness effects, 347, 519, 587, 607, 637
Baker, 561 petalling, 637
crater diameter, 73 phase change,
cratering, 729 vaporization, 587
critical impact velocity, 303 phase transformation, 95, 133, 193,205, 255,
debris cloud, 25,647 291,335,451,479, 531,573,683,729,739,
debris cloud damage, 831 797
debris cloud loading, 647 phase transformation
debris dispersion, 831 vaporization, 819
empirical fit, 157 plasma, 205
FATEPEN, 831 plastic
finite-thickness effects, 843 see projectile
hole size, 73, 831 plasticity, 291, 503, 863
hydrodynamic, 217 plate deflection, 25, 647
hydrodynamic limit, I porosity, 751
hydrodynamic theory, 1 pressure distribution, 407
impulse, 561 pressure wall, 637
impulse loading, 831 primary penetration, 1
Jones-Gillis-Foster, 407 projectile
KAPP code, 597 acceleration, 417
long-rods, 303 projectile
see modeling
MITI, 843
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aluminum, 25, 49, 95, 107, 121, 145, 169, 205, sphere, 133, 157, 169, 241, 395, 573, 597,
229,255,479,509,519,541,607,631, 637,671,701,797,831
637,647,659, 729, 751,763, 797 stabilize, 619

aluminum oxide, 49 steel, 13, 145, 169, 241, 303, 385, 831
aluminum rod, 385 steel--4340, 407, 561
aluminum--2017, 73 steel--9SMn28, 325
aluminum--2017-T4, 157, 193, 573 steel--ClO15, 407
aluminum--2017-T3, 671 steel--E51200, 427
aluminum--2024-T3,407 thin flyer, 451
aluminum--2024-T86, 561 titanium, 121
aluminum--6061-T6, 133 tungsten, 1, 37, 85, 303,407,491,551,597,
aluminum-2024, 467 843
Armco iron, 809 projectile rotation, 561
chunky, 37, 597 projectile tumbling, 561
compact fragment, 831 pulsed laser, 279
copper, 13,467, 503, 819, 863 pyrolization, 751
copper disc, 851 pyrolytic graphite, 719
copper rod, 385
crystalline olivine, 683 radiation
cylinder, 169, 325 gray body, 751
disk, 707 recovery experiments, 531
DU, 85, 373, 843 release, 267
EFP, 809 release temperature, 451,797
fin stabilized, 619 residual penetration, 1
flare stabilized, 619 residual projectile
flat plate, 95,417 length, 561, 843
flyer plate, 121 rotation, 561
fragmentation, 417 velocity, 561, 843
glass 145, 587,631,683 Riemann shock problem, 707
graphite epoxy, 607 rocket motor, 241
integrity, 417
iron, 519, 631,719, 729, 775, 819 sabot, 315,619,695
kapton, 785 discard, 619
kapton membrane, 451 scaling, 335,607,719, 775, 819
L/D effects, 551 SDT, 241
long-rod, 85, 107, 619 secondary debris, 671
low L/D, 407 secondary penetration, 1
magnesium, 95, 121 semiconductors, 291
microparticle, 61,315, 347,587,683,719, shaped charge, 467, 763,863

775,819 atmospheric erosion, 763
microparticles, 49, 631,729 coherence, 763
mushrooming, 407 collapse, 863
nylon, 169,671 fragment launcher, 763
ogive, 241 inhibited, 763
orbital debris, 359 jet tip, 763
plastic, 145 jet tip velocity, 763
plate, 133 off-axis velocity, 217
polyetheline, 659 shear strength, 561
residual length, 561 shield design, 395
rod, 707 TMB, 479
rods, 561 shock heating, 751
shape, 809 shock initiation, 241
shape effects, 133 shock recovery, 531
short cylinder. 607 shock tube, 417
short L/D, 325, 551 shock wave
short rods, 407 wave shaping, 181
soda-lime glass, 347 shock wave damage, 279
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similarity, 335 energetic materials, 241
smooth particle hydrodynamics, 385,707 epoxy, 719
soda-lime glass, 347 fullerenes, 531
soft recovery, 863 geologic materials, 267
soft recovery glass, 49

see intact recovery gold, 719, 775, 797
spaced targets, 373 granite, 531
spallation, 279, 587,637 grout, 267
spectroscopy, 751 heat shield, 597
steady-state penetration, 1 iron, 279
steel Kevlar, 95, 169

see projectile lead, 797
strain, 863 limestone, 267

metallization, 291 mesh, 145, 169
mushroom, 407 microspheres, 659

strain-rate effects, 775,819, 863 molybdenum, 797
strength, 85, 267, 279, 385, 707, 775, 819 mylar foil, 719
superconductivity, 531 Nextel, 95, 145, 169, 193, 739
surrogate material, 335 nickel foil, 719

particulates, 659
target perforation, 157, 325, 373, 561

aerogel, 683 plate thickness effects, 561
aluminum, 25, 37, 49, 61, 95, 107,229, 255, plexiglas, 13

279,335,385,395,451,509,519,587, PMMA, 427
637,647, 719,729, 763, 775, 797, 819, polymer foams, 751
831,851 pressure wall, 637

aluminum foils, 683 propellant, 241
aluminum oxide, 85,491 pumice, 659
aluminum oxide film, 61 PVDF foils, 683
aluminum--1100, 347 quartz, 531, 719
aluminum-- 1100-0, 407, 573 RHA, 85, 303,407, 809, 843
aluminum--i 100-F, 607 rock, 267
aluminum--2014, 73 sand, 659
aluminum--2024, 73 semi-infinite, 1, 157, 303,325,407, 551,809,
aluminum--2024-T3, 573, 607 843
aluminum--2024-T86, 561 semiconductor, 291
aluminum--2219, 671 silica phenolic/aluminum, 597
aluminum--6061, 73 silicon carbide, 491, 531
aluminum--6061-T6, 133, 157, 193,541,573, silver, 797

671 spaced plates, 373
aluminum--7039, 809 Spectra, 169
Astroquartz, 739 steel, 13, 385, 831
bonded adhesive joint, 279 steel (hard), 373
boron carbide, 491 steel--4340, 1,407, 551, 561
bumper shield 25, 37,95, 133, 145, 157, 169, steel--C45, 325

193, 255, 395,479, 519, 541,607, 637, steel--mild, 809
671,739 Teflon foil, 631

cadmium, 335 teflon, 347
carbon fiber/epoxy, 279 thickness effects, 25, 73, 157, 347, 395, 541,
ceramic cloth, 145, 169, 193, 739 561,573, 587,607, 797, 831
ceramics, 85 thin film, 729
concrete, 385 tin, 797
copper, 13, 279, 503, 531, 719, 775, 797, 809, titanium, 519

819 titanium diboride, 491
dielectric ceramic, 49 TMB, 479
dolomite, 205 transition metals, 291
dual-wall, 637 tuff, 267
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zinc, 335
zinc, 797

target obliquity, 157
target resistance, 1, 85
Tate resistance, 1, 85
thermal softening, 843
thin films, 509, 531
titanium, 121
transformation strain, 291
transition metals, 291
transition pressure, 291
tungsten

see projectile

unsteady penetration, 1

vaporization, 707
see phase transformation

velocity scaling, 335, 551
void growth, 503
void size, 503

wave shaping, 181
Whipple shield

see bumper shield
witness panel, 607
witness panels, 671
witness plate

damage, 325, 831
hole diameters, 325
hole size, 831
standoff, 831

witness plates, 797
witness plates

crater ring, 797

XDT, 241

yawed impact, 373
yield stress, 291


